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1. **簡介**

K-means是劃分方法中較經典的分群演算法之一，由於該演算法的效率高，所以在對大規模資料進行分群時被廣泛應用，目前許多演算法均圍繞著該演算法進行擴展和改進。

優點：對於大型資料集是簡單高效，時間、空間複雜度低。

缺點：

* 最重要是資料集大時結果容易區域最佳
* 需要預先設定K值
* 對最先的K個點選取很敏感
* 對noise和outlier非常敏感
* 只用於numerical類型資料
* 不能解決非凸（non-convex）資料

K-means對初始值的設置很敏感，所以有了K-means++。

K-means對noise和outlier非常敏感，所以有了K-medoids和K-medians。

K-means不能解決非凸（non-convex）資料，所以有了Kernel K-means。

1. **使用方法介紹**

* K-means++

對選取初始中心點的方法做改進，希望K個群的中心互相越遠越好。

1. 從資料集中隨機選一個作為初始中心
2. 計算每個樣本與目前已有的中心的最短距離，再計算每個樣本被選為下一個中心的機率，最後以該機率隨機選出下一個中心
3. 重複第二步直到共選出K個中心

* K-medoids

對 update 進行改進，由原本的算平均來更新新的群心，改為新的中心點就是與其他點的距離和最小的那一個，其餘步驟皆與 K-means 相同。

時間複雜度較高，為 ，因為 update 時還要去算每個點的距離，不像是 K-means 直接取平均值。

* K-medians

與K-means不同的地方

* 計算群心是利用中位數而不是平均值，可避免outlier造成影響
* 計算距離則是用Manhattan distance

優點

* 若要計算的距離為Taxicab metric，則適合用K-medians
* 計算距離的時間複雜度為O(KN)，K為群心數、N為資料數
* Kernel K-means

為解決凸集合分群問題，將原有的變數投影在高維度空間進行傳統K-means

的複雜度過高，顯然不切實際

但在K-means中，我們只需要求各點與群集的距離排序，目標函數為各點向量與群心之歐幾里得距離 ，Kernel K-means則為，由於，利用解特定映射函數，來迴避掉 直接得，解，這裡令 ，即為所謂的Kernel function，求得高維度映射空間內積。

1. **實作方式**

* K-means++

算出每個樣本被選為下一個中心的機率後，再計算累積機率。接著隨機產生一個0~1之間的數，判斷屬於哪個區間，並選出對應的點作為下一個中心。

* K-medoids

同使用方法介紹。

* K-medians

同使用方法介紹。

* Kernel K-means

由於放棄了的映射，所以與傳統K-means不同無法求群心在利用群心去計算點與各群的距離，在此處必須求點與比較群所有點之距離之平均來代表點與群之距離，因此複雜度從提升至，由於每次疊代都必須計算次的，此處我利用先行算好所有來加速計算

1. **實驗結果**

Iris (K = 3)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **K-means** | **K-medoids** | **K-medians** | **KK-means** |
| **Random / RBF** | 78.855666 | 88.39000 | 81.69000 | 78.855664 |
| **K-means++ / POLY** | 78.851441 | 84.63000 | 81.69000 | 97.399080 |

※KK-means : Kernel K-means (SSE)

※RBF與POLY為Kernel K-means的kernel funciton

Abalone (K = 3)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **K-means** | **K-medoids** | **K-medians** | **KK-means** |
| **Random / RBF** | 271.367966 | 282.429737 | 297.190680 | 271.373551 |
| **K-means++ / POLY** | 271.367966 | 282.429737 | 297.190680 | 293.903649 |

※KK-means : Kernel K-means (SSE)

※RBF與POLY為Kernel K-means的kernel funciton

Abalone (K = 4)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **K-means** | **K-medoids** | **K-medians** | **KK-means** |
| **Random / RBF** | 173.298094 | 208.781891 | 199.204657 | 173.297991 |
| **K-means++ / POLY** | 173.298094 | 199.313582 | 199.204657 | 189.645400 |

※KK-means : Kernel K-means (SSE)

※RBF與POLY為Kernel K-means的kernel funciton

Abalone (K = 7)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **K-means** | **K-medoids** | **K-medians** | **KK-means** |
| **Random / RBF** | 78.254143 | 92.963095 | 89.644346 | 78.255884 |
| **K-means++ / POLY** | 78.254143 | 83.255043 | 89.276590 | 89.401630 |

※KK-means : Kernel K-means (SSE)

※RBF與POLY為Kernel K-means的kernel funciton

Abalone (K = 28)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **K-means** | **K-medoids** | **K-medians** | **KK-means** |
| **Random / RBF** | 28.146570 | 38.776020 | 32.525794 | 29.859349 |
| **K-means++ / POLY** | 27.333311 | 33.747686 | 28.668192 | 36.843252 |

※KK-means : Kernel K-means (SSE)

※RBF與POLY為Kernel K-means的kernel funciton

1. **難題與解決**

* Time cost過大難以進行變數測量
* 用額外記憶體空間換取計算速度(Kernel K-means)
* 利用numpy的陣列計算取代迴圈
* Abalone dataset性別欄位不為數值
* Encoding (0, 1, 2)
* Drop column
* Abalone dataset使用K-means相關演算法分群效果不佳
* 嘗試不同的K值(3, 4, 7, 28)
* 更換其他類型演算法
* Abalone dataset使用K-means相關演算法分群發現性別影響太大
* 捨棄性別欄位
* 資料前處理(原本編碼的方式不恰當)

1. **結論**

在 Iris dataset 中，點的數量少，且點的分布相對於其他的dataset來說單純很多，分布的很廣且分離，只有一部分的點較為密集，而各種方法就會在此產生些微的差距。另外，已知資料的群數為3群，若以此為 K ，與原始資料比對其所屬的各個群組，則各個方法差距微小，而且結果與原始分群相近。

而在 abalone dataset 中，不但屬性很多，資料量也很大。若以年齡作為分群目標，實驗後效果均不佳，推測有以下原因：樣本的年齡分佈不均、資料集中的數據可能與年齡較無太大關聯、性別欄位的處理不恰當、K-means相關的演算法不適合處理此資料集…。

沒有一種 K-means 的演算法是萬用的，針對不同的資料集，需要看情況去決定要使用哪一種的演算法，而學會所謂的「看情況」是我們要學習的重點。
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