LMM review:

For the linear mixed model, for inference (e.g., tests and confidence intervals) we create t or F test statistics and then calibrate for accuracy by selecting (or estimating) the denominator degrees of freedom using one of various methods (e.g., containment, between-within, Satterthwaite, Kenward-Rogers, etc.). We won’t go into details of how the methods work; what I am more concerned about now is understanding whether methods are more conservative or more liberal.

Question: will a more liberal method have more degrees of freedom, or fewer?

In special cases, inference for the LMM is the same or similar to that of the GLM (extended for repeated measures); we will see one example of that today.

LMM ‘Intercept model’ and RM ANOVA

*Background*

* One of the simplest ways to account for correlated data in a linear mixed model is to add a random intercept term. For example, adding a random intercept term for subjects will induce correlation between measures within subjects, even when repeated measures are not accounted for in the error covariance matrix.
* The covariance structure (compound symmetric) is simplistic and often not realistic for longitudinal data (covariance between any pair of responses over time is the same regardless of the pair of time points being considered), but is far better than not accounting for correlation at all. When the random intercept term is for, say, schools, then the covariance structure might be more realistic.
* For the random-intercept-for subjects model we assume the random intercepts are drawn from a normal distribution with mean 0 and variance σb2 (i.e., between-subject variance).
* When the error covariance matrix has the form σε2**I**, the model variance for a response at any time point is the sum of residual variance (or within-subject variance after accouting for fixed effects) and the between-subject variance.
* The correlation between any 2 time points is the intraclass correlation coefficient σb2 / (σb2 + σε2). The analysis, or at least much of it, can be carried out using what is referred to Repeated Measures ANVOA (RM ANOVA), which has been around much longer than mixed models have, at least in practice. The model for the RM ANOVA can be considered as a special case of the LMM.

*Fitness data*

* 10 subjects were randomized to one of two fitness programs, one lower intensity and the other higher. Subjects were evaluated using an overall composite fitness score, which ranges from 0 to 75. Although it is an integer score, given the many possible levels, using a linear model has been shown to be adequate for the data. Subjects were evaluated at baseline (Week 0), and then at 4 successive weeks after starting the program (e.g., Week 1 as at the end of the first week), making for 5 times points per subject.
* The fitness longitudinal data are shown below. Data suggests that the lower intensity program has bigger gains in early weeks, while the higher intensity program has stronger gains in later weeks. Data will be fit with a model to determine whether apparent differences are statistically significant.

*Understanding variation in the data*

* Analysis of variance (ANOVA) tables are intuitive, as they partition total (corrected) sums of squares into sources, providing a sense of relative amounts of variation in the data.
* Repeated measures ANOVA (RM ANOVA) uses the standard ANOVA approach, but makes adjustments to tests to account for the repeated measures taken within subjects.
* These days, linear mixed models can be used to achieve the same analysis, so there is no need to perform an RM ANOVA via PROC GLM. The RM ANOVA just helps give us an intuitive understanding for the sources of variation.
* In general, inference in LMMs are not based on ANOVA tables, but in some cases like this one, inference is the same.
* In order to consider variation and the RM ANOVA approach, consider the following model.

Group Time G×T Subject(group) error
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* Sum to 0 restrictions can be placed on G, T and G×T effects. Although the subject term is random, for RM ANOVA, subjects within groups is treated as a fixed-effect term, at least initially (i.e., within PROC GLM, and ID(PROGRAM) is added as a term in the MODEL statement). This allows us to incorporate all sources of variation in the table.

*Repeated measures ANOVA*

**The ANOVA table, including expected mean squares.** Note: *Q*T is a function of time effects; the greater the value, the more the difference between *τj* parameters. Similar for G, G×T. In the table above, *nh*=# of subjects in group *h*, *ntot*=total sample size.
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G×T (*s*–1)(*r*–1) ![](data:image/x-wmf;base64,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) SSG\*T/[(*s*–1)(*r*–1)] ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFYAIBCQAAAACwWQEACQAAAzgCAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+ABQAAFgIAAAUAAAAJAgAAAAIFAAAAFAL0AEkBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGACPk0R2gAFIdrQOZhUEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAgICQAQcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYAI+TRHaAAUh2tA5mFQQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEdUogDAAQUAAAAUAqABMwMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYAI+TRHaAAUh2tA5mFQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAFFUAAMFAAAAFAICAiMBHAAAAPsCIP8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHY7EQqVCON6AMTaGACPk0R2gAFIdrQOZhUEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABlVMABBQAAABQCoAEeABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2PhEK3ejiegDE2hgAj5NEdoABSHa0DmYVBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAc1QAAwUAAAAUAqABIwIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdjsRCpYI43oAxNoYAI+TRHaAAUh2tA5mFQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACtUAAOaAAAAJgYPACoBQXBwc01GQ0MBAAMBAAADAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtQNlAAEAAgCBMgAAAAoCBIYrACsCAINRAAMAGwAACwEAAgCBRwACAIFUAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtABW0DmYVAAAKAIEAigMAAAAAAAAAAPjkGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

Subject(Group) *ntot*– *s* ![](data:image/x-wmf;base64,183GmgAAAAAAAOALgAIBCQAAAABwVwEACQAAA84CAAAEAMgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAuALCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+gCwAANgIAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAmYAOwUFAAAAEwJmAPsFBQAAABQCZgCPCAUAAAATAmYATwkFAAAACQIAAAACBQAAABQC9AAACxwAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDE2hgAj5NEdoABSHaqDWbKBAAAAC0BAQAJAAAAMgoAAAAAAQAAADJ5wAEFAAAAFAKgAWgEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGACPk0R2gAFIdqoNZsoEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAAoKQwGAAMFAAAAFAICArcFHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGACPk0R2gAFIdqoNZsoEAAAALQEBAAQAAADwAQIADAAAADIKAAAAAAMAAABoaWjOcADkAsABBQAAABQCoAE7ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDE2hgAj5NEdoABSHaqDWbKBAAAAC0BAgAEAAAA8AEBAAwAAAAyCgAAAAADAAAAcllZ/K8EVAMAAwUAAAAUAgICbQYcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdnIRCv2QNYIAxNoYAI+TRHaAAUh2qg1mygQAAAAtAQEABAAAAPABAgAMAAAAMgoAAAAAAwAAALe3t88UA2UAwAEFAAAAFAKgATwHHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ8BQrQsDWCAMTaGACPk0R2gAFIdqoNZsoEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAtKQADBQAAABQC+AHnABwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2chEK/pA1ggDE2hgAj5NEdoABSHaqDWbKBAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAA5eXEAYAEyAAAACYGDwCGAUFwcHNNRkNDAQBfAQAAXwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINyAAMAEEAAAQADABBAAAEAAgCBKAACAYNZAAYAEQADABsAAAsBAAIAg2gAAgCDaQACBIYiILcAAQEACgIEhhIiLQIBg1kABgARAAMAGwAACwEAAgCDaAACBIYiILcCBIYiILcAAQEACgIAgSkAAwAcAAALAQEBAAIAgTIAAAAAAQEBAQ0CBIYRIuUAAAsBAQEBDQIEhhEi5QAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAACqDWbKAAAKAIEAigMAAAAA//////jkGAAEAAAALQEDAAQAAADwAQEAAwAAAAAA) SSS(G)/(*ntot*–*s*) ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFYAIBCQAAAADQWQEACQAAAz0CAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9gBQAAFgIAAAUAAAAJAgAAAAIFAAAAFAL0AEkBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGADYlDV1gAE5dUYYZgUEAAAALQEAAAoAAAAyCgAAAAACAAAAMjKqA8ABBQAAABQCAgLTBBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDE2hgA2JQ1dYABOXVGGGYFBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYjLAAQUAAAAUAqABRgMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYANiUNXWAATl1RhhmBQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHIyAAMFAAAAFAICAiMBHAAAAPsCIP8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHWQGwqZaIIuAMTaGADYlDV1gAE5dUYYZgUEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABlMsABBQAAABQCoAEeABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1IxIK0kiCLgDE2hgA2JQ1dYABOXVGGGYFBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAc3OqAwADBQAAABQCoAEjAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1kBsKmmiCLgDE2hgA2JQ1dYABOXVGGGYFBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAK3MAA54AAAAmBg8AMQFBcHBzTUZDQwEACgEAAAoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEwwNzAwAdAAALAQACBIS1A2UAAQACAIEyAAAACgIEhisAKwIAg3IAAgSEwwNzAwAdAAALAQACAINiAAABAAIAgTIAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAFRhhmBQAACgCBAIoDAAAAAAAAAAD45BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

Residual (*ntot*–*s*)(*r*–1) ![](data:image/x-wmf;base64,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) SSR/[(*ntot*–*s*)(*r*–1)] ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7b////AAQAAFgIAAAUAAAAJAgAAAAIFAAAAFAL0AEkBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGACPk0R2gAFIdr8QZvQEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAgICIwEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAdvwKCsbAGzQAxNoYAI+TRHaAAUh2vxBm9AQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGV5wAEFAAAAFAKgAR4AHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZjEQq9gBs0AMTaGACPk0R2gAFIdr8QZvQEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeQADiQAAACYGDwAIAUFwcHNNRkNDAQDhAAAA4QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDAB0AAAsBAAIEhLUDZQABAAIAgTIAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAPS/EGb0AAAKAIEAigMAAAAAAQAAAPjkGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Total corrected *ntotr* – 1

Tests (based on model with sum-to-0 restrictions)

Group×Time Group

H0: All (*γτ*)*hj*= 0 (or *Q*GT=0) H0: All *γh*= 0 (or *Q*G=0)

Use *F* = MSGT/MSR Use *F* = MSG/MSS(G)

Subject (i.e., Subject(Group)) Time

H0: ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7b////AAQAAFgIAAAUAAAAJAgAAAAIFAAAAFAL0AEkBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGADYlDV1gAE5dSMSZnsEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAgICKQEcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYANiUNXWAATl1IxJmewQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5wAEFAAAAFAKgAR4AHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHUVGQpxyIaDAMTaGADYlDV1gAE5dSMSZnsEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeQADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDAB0AAAsBAAIAg2IAAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAHsjEmZ7AAAKAIEAigMAAAAAAQAAAPjkGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) = 0 H0: All *τj* = 0 (or *Q*T=0)

Use *F* = MSS(G)/MSR Use *F* = MST/MSR

Estimating the ICC may be more informative than running a test for subject variance.

The observed ANOVA table for our model is as follows. Included here is another row for Model, which is the sum of all other sources expect Residual.

Uncorrected Corrected

Source DF SS MS F P-value F P-value

Program 1 450.00 450.00 ~~20.59 <0.0001~~ 450.00/500.49=0.90 0.37

Time 4 2788.12 697.03 31.90 <0.0001

Program×Time 4 199.40 49.85 2.28 0.0822

Subject(Prg.) 8 4003.92 500.49 22.90 <0.0001

Residual 32 699.28 21.85 20.03 <0.0001

Total 49 8140.72

* If you do not identify the repeated measures within subjects, the Program effect is much more significant than it should be (crossed out).
* Essentially, the Program effect is a between-subject effect, so it makes sense that the denominator MS for the corresponding F statistic is based on the Subject(Program) source of variability; this F statistic is much smaller. The other model sources use the standard residual source (MSResidual) in the denominator of F.
* Subject(Program) allows us to estimate subject variability not due to Program effects; using Subject instead of Subject(Program) would not allow us to tease out Program variability from Subject variability.
* In general, the correct form of F can be guided by examining the expected mean squares.
* Under the null hypothesis of no effect for the source in question, the expected MS should be the same in the numerator and denominator. For example, for the Group\*Time test, the E(MS) is ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFYAIBCQAAAACwWQEACQAAAzgCAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+ABQAAFgIAAAUAAAAJAgAAAAIFAAAAFAL0AEkBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGACPk0R2gAFIdrQOZhUEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAgICQAQcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYAI+TRHaAAUh2tA5mFQQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEdUogDAAQUAAAAUAqABMwMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYAI+TRHaAAUh2tA5mFQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAFFUAAMFAAAAFAICAiMBHAAAAPsCIP8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHY7EQqVCON6AMTaGACPk0R2gAFIdrQOZhUEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABlVMABBQAAABQCoAEeABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2PhEK3ejiegDE2hgAj5NEdoABSHa0DmYVBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAc1QAAwUAAAAUAqABIwIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdjsRCpYI43oAxNoYAI+TRHaAAUh2tA5mFQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACtUAAOaAAAAJgYPACoBQXBwc01GQ0MBAAMBAAADAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtQNlAAEAAgCBMgAAAAoCBIYrACsCAINRAAMAGwAACwEAAgCBRwACAIFUAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtABW0DmYVAAAKAIEAigMAAAAAAAAAAPjkGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Under the null, *Q*GT=0, reducing the quantity to ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA5IBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACLgrF2gAG1dugUZqEEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAgMCIwEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAdvARCh/QeYQALNkYAIuCsXaAAbV26BRmoQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGV5wAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHaaFgqpsHmEACzZGACLgrF2gAG1dugUZqEEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeQADiwAAACYGDwAMAUFwcHNNRkNDAQDlAAAA5QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEwwNzAwAdAAALAQACBIS1A2UAAQACAIEyAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCh6BRmoQAACgA4AIoBAAAAAAEAAABc4xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Thus, the standard MS Residual is the correct one.
* On the other hand, for group, E(MS)= ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIYAIBCQAAAACQVAEACQAAA38CAAACAKwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuAICwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+gCAAAFgIAAAUAAAAJAgAAAAIFAAAAFAL0AEkBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGADYlDV1gAE5dcsUZrUEAAAALQEAAAoAAAAyCgAAAAACAAAAMjKqA8ABBQAAABQCAgLqBxwAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDE2hgA2JQ1dYABOXXLFGa1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAARzLAAQUAAAAUAgIC0wQcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYANiUNXWAATl1yxRmtQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGIywAEFAAAAFAKgAUYDHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGADYlDV1gAE5dcsUZrUEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAByUZcDAAMFAAAAFAICAiMBHAAAAPsCIP8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHUJBQroaCt1AMTaGADYlDV1gAE5dcsUZrUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABlUcABBQAAABQCoAEeABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1RhgKtqgrdQDE2hgA2JQ1dYABOXXLFGa1BAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAc3OqAwADBQAAABQCoAEjAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1CQUK6WgrdQDE2hgA2JQ1dYABOXXLFGa1BAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAKyuqAwADrAAAACYGDwBOAUFwcHNNRkNDAQAnAQAAJwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBITDA3MDAB0AAAsBAAIEhLUDZQABAAIAgTIAAAAKAgSGKwArAgCDcgACBITDA3MDAB0AAAsBAAIAg2IAAAEAAgCBMgAAAAoCBIYrACsCAINRAAMAGwAACwEAAgCBRwAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQC1yxRmtQAACgCBAIoDAAAAAAEAAAD45BgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Under the null, *Q*G=0, reducing the quantity to ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFYAIBCQAAAADQWQEACQAAAz8CAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBQAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACLgrF2gAG1dukPZvMEAAAALQEAAAoAAAAyCgAAAAACAAAAMjKqA8ABBQAAABQCAwLRBBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAs2RgAi4KxdoABtXbpD2bzBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYjLAAQUAAAAUAqABPAMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAIuCsXaAAbV26Q9m8wQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHIyAAMFAAAAFAIDAiMBHAAAAPsCIP8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHYLBwpxWNV+ACzZGACLgrF2gAG1dukPZvMEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABlMsABBQAAABQCoAEcABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2nRUKOzjVfgAs2RgAi4KxdoABtXbpD2bzBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAc3OqAwADBQAAABQCoAEiAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2CwcKcljVfgAs2RgAi4KxdoABtXbpD2bzBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAK3MAA6AAAAAmBg8ANQFBcHBzTUZDQwEADgEAAA4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtQNlAAEAAgCBMgAAAAoCBIYrACsCAINyAAIEhMMDcwMAHQAACwEAAgCDYgAAAQACAIEyAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A8+kPZvMAAAoAOACKAQAAAAAAAAAAXOMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), which is E(MSSubject(group)), showing that MSSubject(group) is the correct denominator term.

To carry out the RM ANOVA using PROC GLM, the basic code is shown below.

proc glm data=fitness;

class program time id;

model y=program time program\*time id(program)

/ solution;

random id(program) / test;

output out=out1 p=pred\_glm; run;

* The total variability in the data, 8140.72, is the sum of squared distances from the overall mean to the data points. This is also often called ‘Corrected Total Sum of Squares’, where the correction is for the mean.
* The first partition of the data sums of squares is into portions attributed to Model and Error, 7441.44 and 699.28, respectively, demonstrating that the model can account for a large portion of variation in the data. Dividing these quantities by their respective degrees of freedom (17 and 32) yield Mean Square quantities of 437.7 and 21.85, respectively.
* Method of moments can be used to obtain estimates of variance components in terms of Mean Square quantities. In particular,

E(MSSubject(Group)) = ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFYAIBCQAAAADQWQEACQAAAz0CAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9gBQAAFgIAAAUAAAAJAgAAAAIFAAAAFAL0AEkBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAMTaGADYlDV1gAE5dUYYZgUEAAAALQEAAAoAAAAyCgAAAAACAAAAMjKqA8ABBQAAABQCAgLTBBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDE2hgA2JQ1dYABOXVGGGYFBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYjLAAQUAAAAUAqABRgMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AxNoYANiUNXWAATl1RhhmBQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHIyAAMFAAAAFAICAiMBHAAAAPsCIP8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHWQGwqZaIIuAMTaGADYlDV1gAE5dUYYZgUEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABlMsABBQAAABQCoAEeABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1IxIK0kiCLgDE2hgA2JQ1dYABOXVGGGYFBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAc3OqAwADBQAAABQCoAEjAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1kBsKmmiCLgDE2hgA2JQ1dYABOXVGGGYFBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAK3MAA54AAAAmBg8AMQFBcHBzTUZDQwEACgEAAAoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEwwNzAwAdAAALAQACBIS1A2UAAQACAIEyAAAACgIEhisAKwIAg3IAAgSEwwNzAwAdAAALAQACAINiAAABAAIAgTIAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAFRhhmBQAACgCBAIoDAAAAAAAAAAD45BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

E(MSResidual) =![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA5IBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACLgrF2gAG1djgRZkIEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAgMCIwEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAdhIPClmQQWQALNkYAIuCsXaAAbV2OBFmQgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGV5wAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHYLEQr8UEFkACzZGACLgrF2gAG1djgRZkIEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeQADiwAAACYGDwAMAUFwcHNNRkNDAQDlAAAA5QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEwwNzAwAdAAALAQACBIS1A2UAAQACAIEyAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBCOBFmQgAACgA4AIoBAAAAAAEAAABc4xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

* So we set the left side to MS quantities, put hats on variance terms on the right, and then solve for these estimated variance terms, to yield

= MSResidual

= (MSSubject(Group) – MSResidual)/r

* For our data, these estimates are

=21.8525

=(500.49 – 21.8525)/5 = 95.7525

These variances show that between-subject variability is about 5 times larger than the within-subject variability that does not include variation due to the fixed effects.

* Two noticeable features in the data are the intercept variations in the ‘noodles’ and the increase in noodles over time; these are the two greatest sources of variation in the mean-corrected SS: 2788/8140 = 34% for Time and 4004/8140 = 49% for subjects within programs, a total of 83% of variation in the data.

*The LMM approach*

* To fit the same model using an LMM, we treat subject as a true random effect (subject intercept here).
* Similarities between RM ANOVA and LMM approaches:
  + Using REML, the estimated variances are exactly the same as using method of moments with RM ANOVA.
  + The estimates of fixed effects for Program, Time and Program\*Time effects are exactly the same.
* Differences between approaches
  + Subjects(Program) is treated as a fixed effect with the RM ANOVA approach, and random for the LMM approach. This leads to differences in subject-specific estimates.
  + Specifically, since empirical Bayes methods are used to estimate random effects for subjects, the predicted values for subjects that incorporate random effect estimates will be shrunk back to the overall mean to some degree, relative to the GLM estimates that treat subject effect as fixed effects.
  + This is demonstrated in the following graph; the LMM estimates are in solid blue and the GLM estimates are in dashed red. The differences in this case are not great, but clearly the LMM estimates are compressed to the middle relative to the GLM estimates. The more reliable subject data are (more values, less variability), the less the shrinkage. This probably explains the small amount of shrinkage here.
* For any other differences between RM ANOVA and LMM, I would recommend using the latter, since subjects are modeled using random effects, i.e., they are considered as having been sampled from a normal population, and inference properly accounts for this.
* ~~If we are interested in inference just for the sample of subjects used, it makes sense to treat them as fixed effects, but usually we are more interested in the general population they were sampled from.~~ I would say that RM ANOVA models subjects as fixed, but really it’s just to get the source entered in the ANOVA table; the focus is on the tests for group, time and group\*time. The ‘fixed’ or ‘random’ question is an important one, but we’ll get back to that later for mixed models (Sep. 13, 2022 note).
* ~~Differences in approaches is reflected in the lower standard errors of estimates in the RM ANOVA approach relative to the LMM approach. With RM ANOVA, Subjects-within-Programs is modeled as a fixed effect; hence inference is conditioned on the particular subjects at hand; for the LMM approach, inference for fixed effects is based on the marginal model (averaging over subjects in the population), naturally (and appropriately) leading to larger SE’s.~~ Hard to compare since they are apples and oranges. Statement may or may not be true, depending on what you are comparing (Sep. 13, 2022 note).
* Basic SAS code to fit the model above is shown below. The OUTP will provide BLUP estimates for each value in the data set (), while OUTPM provides .
* The LSMEANS statement will provide estimates for each Program\*time combination. Adding the ‘diff’ option to the right of the slash will provide comparisons between all pairs of differences in these combinations. There are also options to control for multiple testing using the Adjust option. For more detail, see the SAS Help Documentation.
* The ‘solution’ option in the RANDOM statement provides estimates and t-tests for random effect estimates (the same solution option could be added in the MODEL statement, but the LSMEANS options gives us what we need in this case).

proc mixed data=fitness;

class program time id;

model y=program time program\*time / outp=out2 outpm=out3;

random intercept / subject=id(program) solution;

lsmeans program\*time / cl; run;

Abbreviated SAS output (REML; containment method for DF):

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| | **Covariance Parameter Estimates** | | | | --- | --- | --- | | **Cov Parm** | **Subject** | **Estimate** | | **Intercept** | **id** | 95.7275 | | **Residual** |  | 21.8525 |      | **Solution for Random Effects** | | | | | | | | --- | --- | --- | --- | --- | --- | --- | | **Effect** | **id** | **Estimate** | **SE Pred** | **DF** | **t Value** | **Pr > |t|** | | **Intercept** | **1** | -3.0220 | 4.7423 | 32 | -0.64 | 0.5285 | | **Intercept** | **2** | 0.6121 | 4.7423 | 32 | 0.13 | 0.8981 | | **Intercept** | **3** | 9.2191 | 4.7423 | 32 | 1.94 | 0.0607 | | **Intercept** | **4** | -5.6998 | 4.7423 | 32 | -1.20 | 0.2382 | | **Intercept** | **5** | -1.1094 | 4.7423 | 32 | -0.23 | 0.8165 | | **Intercept** | **6** | 9.0278 | 4.7423 | 32 | 1.90 | 0.0660 | | **Intercept** | **7** | 16.6785 | 4.7423 | 32 | 3.52 | 0.0013 | | **Intercept** | **8** | -6.4648 | 4.7423 | 32 | -1.36 | 0.1823 | | **Intercept** | **9** | -12.5854 | 4.7423 | 32 | -2.65 | 0.0123 | | **Intercept** | **10** | -6.6561 | 4.7423 | 32 | -1.40 | 0.1701 | | | **Type 3 Tests of Fixed Effects** | | | | | | --- | --- | --- | --- | --- | | **Effect** | **Num DF** | **Den DF** | **F Value** | **Pr > F** | | **program** | 1 | 8 | 0.90 | 0.3708 | | **time** | 4 | 32 | 31.90 | <.0001 | | **program\*time** | 4 | 32 | 2.28 | 0.0822 |     LSMEANS for program\*time (SE=4.8493, DF=32)   | **program** | **time** | **Estimate** | **t Value** | **Pr > |t|** | **Lower** | **Upper** | | --- | --- | --- | --- | --- | --- | --- | | **a** | **0** | 11.6000 | 2.39 | 0.0228 | 1.7222 | 21.4778 | | **a** | **1** | 14.8000 | 3.05 | 0.0045 | 4.9222 | 24.6778 | | **a** | **2** | 19.0000 | 3.92 | 0.0004 | 9.1222 | 28.8778 | | **a** | **3** | 22.6000 | 4.66 | <.0001 | 12.7222 | 32.4778 | | **a** | **4** | 27.8000 | 5.73 | <.0001 | 17.9222 | 37.6778 | | **b** | **0** | 16.0000 | 3.30 | 0.0024 | 6.1222 | 25.8778 | | **b** | **1** | 16.6000 | 3.42 | 0.0017 | 6.7222 | 26.4778 | | **b** | **2** | 21.8000 | 4.50 | <.0001 | 11.9222 | 31.6778 | | **b** | **3** | 31.0000 | 6.39 | <.0001 | 21.1222 | 40.8778 | | **b** | **4** | 40.4000 | 8.33 | <.0001 | 30.5222 | 50.2778 | |

* One methodological difference in fitting LMM’s is that in order to conduct inference, we develop statistical quantities that have approximate t or F distributions, and then estimate the denominator degrees of freedom to conduct ‘correct’ inference.
* There are 6 or 7 different methods that can be used, and in SAS, the default methods used will depend on how the model is specified. This will be discussed more later, but for our purposes now, an important thing to realize is that SAS and R have different default methods, which is why results may appear slightly different.
* For the SAS code above, the default denominator degrees of freedom (DDFM) method used is the ‘Containment’, since there is a RANDOM statement. In order to change the method, you can add the DDFM option to the right of the slash in the MODEL statement.
* Basic R code using the LMER function from the LME4 package. Note that there are 3 basic DDFM methods available, two approximate (Satterthwaite, Kenward-Roger), and asymptotic. Asymptotic is not recommended for smaller data sets, as it is likely to lead to inflated Type I error rates and CI’s that are too narrow.

library(lme4)

library(emmeans)

library(lmerTest) #Allows for satterthwaite df

library(pbkrtest) #Allows for Kenward-Roger df

runny=lmer(data=fitness\_dat,y~(time\*program)+(1|id))

summary(runny)

emmeans(runny, ~time\*program, lmer.df="satterthwaite")

> emmeans(runny, ~time\*program, lmer.df="satterthwaite")

time program emmean SE df lower.CL upper.CL

\_0 a 11.6 4.85 10.9 0.921 22.3

\_1 a 14.8 4.85 10.9 4.121 25.5

\_2 a 19.0 4.85 10.9 8.321 29.7

\_3 a 22.6 4.85 10.9 11.921 33.3

\_4 a 27.8 4.85 10.9 17.121 38.5

\_0 b 16.0 4.85 10.9 5.321 26.7

\_1 b 16.6 4.85 10.9 5.921 27.3

\_2 b 21.8 4.85 10.9 11.121 32.5

\_3 b 31.0 4.85 10.9 20.321 41.7

\_4 b 40.4 4.85 10.9 29.721 51.1

Degrees-of-freedom method: satterthwaite

Confidence level used: 0.95

> aov <- anova(runny)

> aov

Type III Analysis of Variance Table with Satterthwaite's method

Sum Sq Mean Sq NumDF DenDF F value Pr(>F)

time 2788.12 697.03 4 32 31.8970 9.419e-11 \*\*\*

program 19.65 19.65 1 8 0.8991 0.37078

time:program 199.40 49.85 4 32 2.2812 0.08218 .

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Note that the results above match the RM ANOVA approach for the balanced fitness data. The estimated marginal means (emmeans) are the same as the LSMEANS from SAS’s approach. The only difference between SAS and R in the analysis is in the CI’s and p-values, which is due to different DDFM methods used (Satterthwaite here, Containment using SAS).

Summary of DDF’s for different DDFM methods for Fitness data, with the Random intercept model

Term Contain/BW Sat/KR Residual

Program 8\* 8 40

Time 32 32, 11\*\* 40

Program\*Time 32 32, 11\*\* 40

\*For SAS, need to specify ID(program) as subject in the RANDOM statement.

\*\*32 for F-tests; 11 for LSMEANS t-tests (same for Sat and KR).