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## Date: 10/22/2020

**Attended group with**: Wright, McSpadden, Nam, Alvarado, Chivaluri, Barbre, Bernhardt, Bushkar

In this question, you will revisit the swiss data set that you worked on in Homeworks 4 and 5. The data set contains information regarding a standardized fertility measure and socio-economic indictors for each of the 47 French-speaking provinces of Switzerland around the year 1888.

In Homework 5, you found that the model with just three predictors: Education, Catholic, and Infant Mortality was preferred to a model with all the predictors. Fit the model with the three predictors, and answer the following questions.

library(ggplot2)  
  
attach(swiss)  
#?swiss  
  
swissModel <- lm(Fertility ~ Education + Catholic + Infant.Mortality)

# Question 1

## (a) Are there any observations that are outlying in the response variable?

Be sure to show your work and explain how you arrived at your answer.

\*\* Work on q1a\*\*

First, I will use R to get the externally studentized residuals:

##residuals  
#regResiduals <- swissModel$residuals # regular residuals  
  
##studentized residuals  
#studentResiduals <- rstandard(swissModel) # rstandard give studentized residuals == ri  
  
##externally studentized residuals  
extStudentResiduals <- rstudent(swissModel) # externally studentized

Next, I will calculate the critical value to use for comparison. Externally studentized residuals follow a t distribution with n - p - 1 degrees freedom, so that is the critical value I will use.

n <- nrow(swiss)  
p <- 4  
##critical value using Bonferroni procedure  
criticalValue <- qt(1-(0.05/(2\*n)), n-p-1)  
criticalValue

## [1] 3.516461

Next, I will sort the externally studentized residuals and plot with the +/- critical value also plotted. This will show if any of the absolute values of externally studentized residuals are greater than the critical value.

sort(extStudentResiduals)

## 47 22 6 46 32 36   
## -2.12565903 -1.53143864 -1.53112557 -1.48760356 -1.40449006 -1.32506771   
## 16 34 15 24 30 23   
## -1.19047678 -1.14710495 -1.05530766 -0.97516163 -0.95608183 -0.82725155   
## 29 33 20 25 35 40   
## -0.65212871 -0.44132091 -0.39639684 -0.39340945 -0.35817316 -0.33803518   
## 28 44 13 45 31 14   
## -0.33455347 -0.25138105 -0.19397095 -0.14834340 -0.11644471 -0.07004982   
## 26 21 7 18 11 27   
## 0.03395282 0.07846824 0.12749104 0.12968550 0.24340591 0.27639251   
## 12 9 17 10 39 2   
## 0.31655920 0.33167701 0.38546504 0.51281448 0.53665268 0.58850210   
## 19 43 38 41 8 42   
## 1.01354330 1.07015829 1.07562852 1.13116821 1.16036081 1.25986063   
## 1 5 3 4 37   
## 1.51413731 1.72950210 1.75386263 1.78317342 2.25437539

plot.new()  
plot(extStudentResiduals,main="Externally Studentized Residuals", ylim=c(-4,4))  
abline(h=criticalValue, col="red")  
abline(h=-criticalValue, col="red")
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extStudentResiduals[abs(extStudentResiduals)>criticalValue]

## named numeric(0)

**Answer Question 1a**: No, it does not appear that there are any outlying responses by comparing the critical value: 3.52 to each ….

## (b) Are there any observations that have high leverage?

Be sure to show your work and explain how you arrived at your answer.

**Work on q1b**

First, I will get the leverage values from that hat matrix. The diagonal of the **hat matrix** are the standardized measures of the distance of the i-th observation from the center of the x space.

**Large hat diagonals reveal observations that are potentially influential.**

lev <- lm.influence(swissModel)$hat

It is obvious that the average size of hat diagonal is p/n.

Thus, if a diagonal is **greater than 2p/n** then we consider it remote enough to be a **leverage point**.

comparisonValue <- 2\*p/n  
comparisonValue

## [1] 0.1702128

sort(lev)

## 4 40 41 39 44 20 5   
## 0.02661704 0.03286437 0.03382830 0.03871182 0.04088238 0.04284048 0.04285277   
## 17 43 21 29 13 16 1   
## 0.04415246 0.04468945 0.04503096 0.04544170 0.04770628 0.05112156 0.05193009   
## 23 2 15 12 3 9 30   
## 0.05242355 0.05297992 0.05493888 0.05924589 0.06010649 0.06242374 0.06315748   
## 28 14 32 27 34 35 25   
## 0.06499491 0.06538567 0.06840751 0.06842411 0.06973133 0.07141262 0.07541899   
## 22 7 38 36 26 33 18   
## 0.07812621 0.07933908 0.07965007 0.08480751 0.08869935 0.09287236 0.09591096   
## 10 24 11 8 46 47 37   
## 0.09730273 0.09772627 0.10276388 0.10872122 0.10900165 0.10906673 0.12578918   
## 6 31 42 19 45   
## 0.14876552 0.16245603 0.16503569 0.24610559 0.45013921

I notice there are two high leverage points: **19 and 45**

For fun, I will plot the leverages with a plotted line to identify the high leverage “level” and the points that exceed that level.

plot(lev, main="Leverages", ylim=c(0,0.5))  
abline(h=2\*p/n, col="red")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAtFBMVEUAAAAAADoAAGYAOjoAOmYAOpAAZpAAZrY6AAA6ADo6AGY6OgA6OmY6OpA6ZpA6ZrY6kLY6kNtmAABmADpmOgBmOjpmZmZmkLZmtrZmtttmtv+QOgCQZgCQZjqQkDqQkGaQkLaQtpCQttuQtv+Q2/+2ZgC2Zjq2kGa229u22/+2/7a2///bkDrbkGbbtmbbtpDb27bb29vb2//b/9vb////AAD/tmb/25D/27b//7b//9v///8HC3rQAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAMyUlEQVR4nO2dC3vjRhWGJ2mM025LcdgWiFtaICoscUsBoyTW//9faEaSI9uSLGnO3D597/N0u6vIR5fXM3N0mRNVEGhU6B0gbqFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgYHUfBO3TyF3odooGBwKBgceMGHn5S6+XpfFJm6fS7/nSv12FqqV/7LR3X7qfjXR6XUl0/NZ+6eqg+8r1n8/KH8628/BTmm2aALfntQmrvn2mzpebVvLS1X1qz2ufm/+eRha/72QQu+WLP6mqQDuuBMN86Xe7UpSm1rI3zTXqq1rT4V/y5/+pt9vah0vd4fMuPyfc3yk+t98YvSayQEuODKZ7mkdFX/Uf7sdKlp2Jpf/172weumMy9Xun1urVlavvtHkOOxAlxwaeXY9ZZ/fywb6mp/srRZ+fB9tWhdVOtUnltrVh33Z3/YBzuuWYALrkdWo1L30cc++Fyw1nf3469lN2z6Yv1ZLbi95uvH6m9/C3VcswAXrFtta/ntn82P2kvrlSvzxu1ZC37/fPH6wweTkHk5CiHABTet0WD6W62nvbReucqxK82nY/D6JPbhu8TSaEzBDZtS1s2fiteHpk3WGVVr6XsLXu1ftybJOs2imzXLpb/b636aLTg0bcH1dWzVpPPmKra1tDUG10lW0XEdrNf5SbVCJQO64OL1+7Jjrm8/vXe470vbWfTdX3fHu1dffap66tbnf9Ej8Je8k4VCllhn3A0FX1KOvl+bUXl9fd3ooeBLmovfxEbbbii4g9dv7hN8btQNBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYMzRfDbgy5IkqdXSmjJTBa8q6bIP15fncTAVMG12l3PzEpFPOFK8Mu9EZz3dNIc0j3hTPC1FjwhHLHAkWDdN6yLJt2yDEcscCK4MI5vnspEuq9eIwV7wpVgz+FIHxQMjmvBO2bRYfHcgqdfnhE72EWDQ8HgOBLcVHTsfdhAwZ5wI3jXXP/2XghTsCecCD5sj1p5qzIwjm5VHh8S8mFDYNiCwXE1BtdNmGNwaBxl0XX98/5CyhTsCV4Hg0PB4FAwOBQMDgWDQ8HgUHD6DD5dp+DkUcXQ6aTg1FGtP3t/PDqOGBQsBQWDQ8HocAxGh1n0kqFgcCgYHAoGh4LBcSq4LuMgFY7MwOEM/8G5DRTsCTctuH6Zki04PM7eqtTvU1JweJyNwdnNEwVHgLska6c2FBweh1n0y/1nFBwcl5dJh62i4NDwRgc4rLIDDqvsgMMuGhwKBodVdsBhlR1wWKMDHFbZAYctGBxW2QGHVXbA4XUwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYPjUnCu1M2TXDgyB0eCM6U2L1/t229I24Qjs3EjOFvtTRUWvhcdHHczG14+14I5syEwjgTr190P/ynYgoPjaGZD024r1bbhyHwcJVm7Kn3Oe8vsULAneB0MDgWDwzJK4LCMEjjsosGhYHBYRgkcllECh0VYwGEZJXDYgsFhGSVwWEYJnOmC3x7WPrdL7JjRgjM18DKd+HaJHfO66Fx3v1YNmYI9MXsMPmx771KJbpfYwRYMznTB5jYzx+BUYBYNDh8XGnDfQJgj+O1BrfZZzy0q6e16QRWx7ZEYMwTnN0+71b73jWfh7fpAtf5EY06StTGPEPpepxPerg8ouDhJsh6N4L4HgcLb9QEFFx0tOOt9kCC6XS9wDL4cg3f9v/xZdLt+YBZ9lkVb3+pAPZ/RwetgcCgYHAoGZ6Lg5lWcwZfaC/1SlqqSME4+C4yjl+7KFKx6KEHBgXH42uxhO3C/i4I94fTF96y8XKbgsLh98T1bU3Bg3FbZKXMyCg6Lqyo79Y3M3lfzKNgTvA4Gh4LBYZUdcFhlBxx20eBQMDissgMOq+yAwxod4LDKDjhsweCwyg44rLIDDq+DwaHglJhxizeU4P8RTwQSvIwWLDupbdYkSHbRDhGelkrBsUHB4EhPLJ/T4ycjOMl3BKQnlieURc/5IqZoOPjXMhHB0p3dcqBgcCgYnEQEpzoGhycVwRGkK2mSjGAyDwoGh4JjwdEYRMGR4CqLpOA4cHYdSMFxkJbgEdW0KPiUtAQX13+pEgWfkdgYfNhe+dUslscCeNvD/pDqCKeBXI3B+ZVy0nYHwxuXHdQn5ezcJJlk9Q1YgO16PPVJOT83SIKX3a7xBTt/pBh3BxFIsJsqO+dt1Zz6WYInSIu9g4hiDJaqsnOZKapZgidIE+ggHHcBXrNon+GaUz+9iU2RZi84SBeAJHh6C7ER7HRjcji70eGxys78Mzfpk6cNUK67cNtxuxHsucrO/L5v0ifbJmZ8qcJc3DkR7LBGR/fXfX4jmPtJsYzOuucfsVHZFQuXVXb85ikDJ1vsmuwskPgBptWC/eYpPSe70iRl4vSQ5A/Q1RjspsqOV8FXxkyppz8n35RUBLuqshOBYLn7HV3flGQEuwrncwweJ3hUQz5ZqT6G/vDxj8EOw82ZITu3Lx2T9R7XGdpKZy/cNwKkkEX7CzfidFi0ic7o3WPm2VYumuxlHuVpuIlQsP0DHsejWkf0wYudnkTZz3ATn+AJx30lzx1aR4huwR26p/bqwnsouaJluClCxqRB7w3GyenszJguErHTvfT64kAUgtsPMqUFtxXMbDeDnzi75uner4DvgsQg+ETBpC51TJ579r2ZPvKN+0TXlVAMRCC4Pvft4Wz8Xg3luSOyodF7OvYTnW9VhCQ+wecnZ/aVb2eveWVI7vBj36XIM/FCQ3bFyeHOBV+uOGvb/UNxfz9xPl53xJmyTVd0dVFD644OKkjvGNy53pyNdw7FwyN991dtwldMUPCIR5WjdiwGwUMDl5zgk41NETyhQ5QTPCRvuMvrXHnkFgXxcMpGnKPupY62OTVOO1XouvWJIdjmlI2+/3++1NE2p4Sp/+zeoaFhpjvS6E2KMT6cq+IkY7PoIJw20guVE14qiVdw8JMclJNGOphOjAg0eouCjPrmLdpwKxe0yd1iFSx4wZEyAkmB+IqGg+3MBgqusE4K3Ai2n9lAwUI4ESzxXvTSx2ApnAgWmdmw7CxajGhbMJHB1RjM3x8cCY6yaP7+4FiI9TqYCEHB4LgW7KaMEhmN5xYsVUaJjIVdNDgUDE6sDxuIELE+bCBC8FYlOPE+bCAisAWDE+xhA/GEE8HXHzbMCZpSoOh2KMyG4jsNFBxn0OgCRbdDYTYU32mg4DiDRhcouh0Ks6H4TgMFxxk0ukDR7VCYDcV3Gig4zqDRBYpuh+LZEAkDBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAyOvOBcqZsn+zAvXzwLRDOTqTYCgXbNxwUOLzMvpQqdp2uIC87Lvc7t9/ztwcydsIx22Jaf3am1dSA94d18XODwcvPWsdB5uoq04Gr2Q7a2DJNXMxhto73c6zf1SzuWgd4eNnpn1tY7ZGJpwULn6TrSgo+n1CpKrjZm9pNQtJsniUBasECc3eq7UrDMkY1AXPDnutfpm5s2gUqwSLTs9lki0K7sUO3jlBH0GCx2nq4hLbgaVgQGF3PsItH0RCr7QLlJ1qzj6K5ZCxY7T9fAF5w3OZZtoMN2tbeOo6dlJi04ui66mggpslt6LLeMYz6fdBctljwIJVl11QmR3SqD2MbZ1ZM/rQONJtLLpFqwdbRmRrNloEpHbn25VZGlfJkkdgGfS9zoeLlvJqpbBjo6kTi8LOUbHa2benbUw5NdtLpH1BEsdyvT/ar9DlWxzK1KofN0DT5sAIeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcJYn+GLGl48pYOGgYAoGg4LBKX2+PfzxoZoNqudw/lDPLtW1APSUe1MUC4aFCtYF8Mr/Ml3ATtX/0LPF9STvvl9fnyYLFbxpVdzI6gVmznl++8/fQ/XYCxX8qEsKPh7LRFTDsPGdKfd1M3yyaMG7o+Cm+I0uu/QYeg9FWbTgsxasOWy/dV/ayCeLFlwXq6oXGHar/26RkuhlCzbJ8zGLrrKtRx/l5zyybMGn18Gl2KoeFlKatTzBC4OCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGJz/A4SE42yaFGVDAAAAAElFTkSuQmCC)

## (c) Are there any influential observations based on DFFITs and Cook’s Distance?

**Work on q1c**

First, calculate DFFITS to see how drastically the fitted value changes with and without the presence of a particular observation.

Compare DFFITS to 2 \* sqrt(p/n).

DFFITS <- dffits(swissModel)  
DFFITS[abs(DFFITS)>2\*sqrt(p/n)] # how drastically fitted value changes with and without the presence of the observation

## 6 37 47   
## -0.6400846 0.8551451 -0.7437332

Three points significantly change the fitted values of the model if they are not (or are) included in the creation of the model: points 6, 37, and 47.

Second, calculate DFBETAS to see how the significantly the coefficients will change with and without observations.

DFBETAS is compared to 2 / sqrt(n)

#DFBETAS -   
DFBETAS <- dfbetas(swissModel) # measures how estimated coefficients change without presence of the observation  
DFBETAS[abs(DFBETAS)>2/sqrt(n)]

## [1] 0.4908561 0.5129647 0.5583841 -0.2955973 0.4503229 -0.4388348  
## [7] -0.6455617 0.3154725 -0.2949364 -0.3099066 0.5420013 -0.5135508  
## [13] -0.5111900 -0.5581878

# how to find the data point  
DFBETAS # can find that value with eyeballing

## (Intercept) Education Catholic Infant.Mortality  
## 1 -0.148417854 1.368007e-02 -0.201907799 0.211495818  
## 2 -0.051391914 -4.251943e-05 0.081764597 0.053389912  
## 3 0.054337113 -1.187854e-01 0.315472521 -0.044363266  
## 4 0.033031440 -1.161608e-01 -0.069343924 0.032866664  
## 5 -0.049009914 8.295364e-02 -0.225043619 0.105740766  
## 6 0.490856120 1.897387e-02 -0.190320047 -0.513550845  
## 7 -0.019502528 -2.894163e-03 0.019685734 0.020385595  
## 8 -0.264745405 1.155477e-03 0.190548903 0.269250491  
## 9 -0.006061838 -1.004128e-02 0.064219968 0.005657703  
## 10 -0.113464500 3.989431e-02 0.080480396 0.109289535  
## 11 -0.048218675 -7.961994e-03 0.040939039 0.050177581  
## 12 0.061282889 -4.497493e-03 -0.028450418 -0.051254555  
## 13 -0.015600029 1.685151e-02 0.028328224 0.004984045  
## 14 0.008708059 -5.739414e-04 0.011165532 -0.011959604  
## 15 -0.115342325 1.271807e-01 0.153601466 0.052472984  
## 16 0.007930851 1.753286e-01 0.111787700 -0.078778289  
## 17 0.011747765 -2.572471e-02 -0.056844158 0.008626132  
## 18 -0.008098990 3.426208e-02 -0.009624175 0.006836464  
## 19 0.512964671 9.997667e-02 -0.052578519 -0.511189993  
## 20 -0.010474172 2.022508e-02 0.058213966 -0.009443586  
## 21 0.009733236 -3.277344e-03 -0.009317609 -0.006429376  
## 22 0.111160547 2.125187e-01 0.272353591 -0.221897900  
## 23 -0.151021208 8.217882e-03 0.055106425 0.128019328  
## 24 -0.278407198 1.169649e-01 0.108573100 0.229247300  
## 25 -0.003194789 6.988139e-02 0.069968406 -0.026951391  
## 26 -0.005656149 -1.767865e-03 -0.006014528 0.007706287  
## 27 0.042651506 -4.326839e-02 -0.040346480 -0.024796420  
## 28 -0.071144128 1.594110e-02 0.032081977 0.058539208  
## 29 0.039175320 -7.812019e-02 0.048673173 -0.048092476  
## 30 0.093305361 5.358667e-02 0.153133610 -0.147305298  
## 31 -0.037554745 1.637670e-02 -0.029724563 0.037494928  
## 32 -0.066699571 7.051737e-02 -0.294936437 0.069412058  
## 33 -0.063095234 5.388727e-02 -0.096277272 0.060172073  
## 34 -0.078165884 5.989151e-02 -0.241949760 0.080755079  
## 35 -0.014069718 3.506907e-02 -0.069702555 0.011033574  
## 36 -0.184703436 1.351203e-02 -0.309906594 0.203590956  
## 37 0.558384110 -2.620255e-01 0.542001320 -0.558187838  
## 38 0.115116731 5.888086e-02 0.248688451 -0.140792559  
## 39 -0.000529050 -3.711456e-04 -0.070944967 0.022224709  
## 40 0.002441136 3.900297e-03 0.035691117 -0.015444311  
## 41 0.074259731 1.420696e-02 -0.109759815 -0.038820844  
## 42 -0.295597310 4.503229e-01 -0.093722986 0.270623733  
## 43 0.036919051 -8.755421e-02 -0.153601586 0.021608016  
## 44 -0.015013586 2.054061e-02 0.031505633 0.002109957  
## 45 0.009901006 -1.294500e-01 -0.022351708 0.010452812  
## 46 -0.055649664 -4.388348e-01 -0.137697822 0.117387597  
## 47 0.043882710 -6.455617e-01 -0.240469967 0.050528230

**Observations With High DFBETAS: 6, 19, 37, 42**

Third, calculate COOKS to determine how fitted values change for all values, not just the removed observation, when an observation is removed.

COOKS is compared to an F distribution with p, and n-p degress of freedom.

# COOKS considered how fitted values changes for all values (not just the observation) when data point is removed.  
COOKS<-cooks.distance(swissModel)  
COOKS[COOKS>qf(0.5,p,n-p)] # f distribution

## named numeric(0)

**There are no observations that need to be considered based on COOK’S Distance.**

## (d) Briefly describe the difference in what DFFITS and Cook’s distance are measuring.

DFFITs checks if the fitted value for the removed observation predictor value(s) significantly changes if the observation is removed.

Cook’s distance checks the amount of change for all fitted values if an observation is removed from all the data used to create the model.

# Question 2 (No R Required)

Data from n = 19 bears of varying ages are used to develop an equation for estimating Weight from Neck circumference. From a visual inspection of the scatterplot, it appears observation 6 may be an outlier.

The output below comes from fitting the linear regression model on the data.

**with all 19 bears**

Coefficients: Estimate Std. Error t value Pr(>|t|)

(Intercept) -158.78 40.46 -3.924 0.00109 \*\*

Neck 16.95 2.10 8.071 3.24e-07 \*\*\*

Residual standard error: 40.13 on 17 degrees of freedom

Multiple R-squared: 0.793, Adjusted R-squared: 0.7809

F-statistic: 65.14 on 1 and 17 DF, p-value: 3.235e-07

The output below comes from fitting the linear regression model on the data, with the outlier removed.

**with outlier removed, so 18 bears**

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) -234.60 25.93 -9.049 1.08e-07 \*\*\*

Neck 20.54 1.32 15.562 4.39e-11 \*\*\*

Residual standard error: 22.6 on 16 degrees of freedom

Multiple R-squared: 0.938, Adjusted R-squared: 0.9342

F-statistic: 242.2 on 1 and 16 DF, p-value: 4.394e-11

The output below displays the values of the predictor and response for the 6th observation.

data[6,]

Neck Weight

6 10.5 140

… Also included were residuals and diagonals from hat matrix …

## (a) Calculate the externally studentized residual, ti,

for observation 6. Will this be considered outlying in the response?

**Work on q2a**

Needed Formulas:

S(i)^2 = (((n-p) \* MSE) - (e-i^2/ (1 - hii))) / (n - p - 1)

with that, calculate ti

ti = e-i / sqrt((S(i)^2 \* (1-hii)))

# Knowns  
n <- 19  
p <- 2  
MSE <- 40.13^2  
ei <- 120.829070  
hii <- 0.23960510  
  
Si2 <- (((n-p) \* MSE) - (ei^2/ (1 - hii))) / (n - p - 1)  
print(paste("Sihat^2: ", Si2))

## [1] "Sihat^2: 511.061209996762"

ti <- ei / sqrt((Si2 \* (1-hii)))  
print(paste("ti: ", ti))

## [1] "ti: 6.12936347001077"

Externally standardized residuals follow a t distribution with n - p - 1 degrees freedom.

Use t (alpha/2n), n - p - 1 as a comparison.

criticalValue <- qt(1-(0.05/(2\*n)), n-p-1)  
print(paste("critical value for comparison: ", criticalValue))

## [1] "critical value for comparison: 3.55624214386903"

**Question 2a Answer:**  6.13 > 3.56, so yes, this observation has an outlying response value.

## (b) What is the leverage for observation 6?

Based on the criterion that leverages greater than 2p / n are considered outlying in the predictor(s), is this observation high leverage?

**Question 2b Answer**

leverageComparison <- (2 \* p) / n  
leverageComparison

## [1] 0.2105263

The leverage, from the hat matrix diagonals, is 0.23960510. The leverage value for comparison, (2 \* p) / n is 0.21. Since **0.24 > 0.21** this observation does have high leverage on our model.

## (c) Calculate the DFFITS for observation 6.

Briefly describe the role of leverages in DFFITS.

**Work on Question 2c**

Formula for DFFITSi: DFFITSi = (sqrt(hii / 1 - hii) \* ti)

#hii  
#ti  
DFFITSi6 <- (sqrt(hii / (1 - hii)) \* ti)  
  
print(paste("DFFITSi for observation 6: ", DFFITSi6))

## [1] "DFFITSi for observation 6: 3.44067622811447"

DFFITs uses the leverage for the observation with the (hii / (1 - hii)) multiplier of the formula. hii approaching 1 (with high leverage) causes hii / (1 - hii) to increase. This (hii / (1 - hii)) moderates the effect of the externally studentized residuals which calculate whether the observation is an outlier response. A point can be an outlier response, but not have high leverage, thus not skew the model towards the point. DFFITs uses both a leverage measure and the measure of outlying to identify high leverage points.

## (d) Calculate Cook’s distance for observation 6.

**Work on Question 2d**

Formulas Needed:

Di = (ri^2 / p) \* \*(hii / (1 - hii))

where ri = e-i / (sqrt(MSE \* (1 - hii)))

We compare Cook’s distance to an F distribution: F alpha, p, n-p

#ei  
#MSE  
ri = ei / (sqrt(MSE \* (1 - hii)))  
#ri  
  
Di = (ri^2 / p) \* (hii / (1 - hii))  
  
criticalValueCooks = qf(0.5,p,n-p)  
  
print(paste("Cook's Distance for Observation 6: ", Di))

## [1] "Cook's Distance for Observation 6: 1.87841789748727"

print(paste("Cook's Distance F Comparison: ", criticalValueCooks))

## [1] "Cook's Distance F Comparison: 0.722193265970915"

# Question 3 (No R Required)