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Power Transformation에 대해 설명하기 전에 먼저 Transformation이 필요한 이유에 대해 설명하겠습니다. 수집된 가공하지 않는 데이터를 raw data라고 하는데 이 raw data는 바로 시각화, 또는 머신러닝 모델에 사용하기에 부적합합니다. 먼저 데이터가 수집될 때 그 단위가 맞지 않기 때문입니다. 예를 들어 소득 데이터를 수집하는데 1,000원 단위, 10,000 단위로 수집된 데이터가 섞여있을 경우 이를 토대로 시각화나 머신러닝을 할 경우 올바른 결과를 얻을 수 없습니다. 그리고 다음으로는 이상치가 존재하기 때문입니다. 하나의 매우 크거나 작은 이상치로 인해 데이터 시각화의 경우 제대로 데이터의 분포를 설명해주지 못하거나 머신러닝 모델의 경우 정확도가 매우 떨어지는 현상이 발생할 수 있습니다. 또 다른 이유로는 feature들 사이의 다중공선성이나 비대칭성이 강한 정규분포와 다른 분포 등이 문제가 될 수 있습니다. Power Transformation은 가우스 분포와 다른 입력 또는 출력 변수를 정규 분포에 가깝게 변환하는 과정입니다. 많은 머신러닝 알고리즘은 입력 데이터가 정규분포라는 가정하에 이루어집니다. 3가지 케이스로 변환이 가능한데 하나씩 알아보겠습니다. 먼저 기초 정의에 기반한 Power Transformation입니다. P = 0 일 때 ax^p + b 로 변환을 하고 p가 0이 아닐 때는 c\*log(x)+d로 변환이 이루어집니다. 조금 더 간단한 적용법 으로는 p>0 일 때 x^p, p가 0일 때 log x, p < 0 일때 -x^p로 변환이 가능합니다. 마지막으로 case 3는 p가 0이 아닐때는 (x^p-1)/p, p가 0일 때는 ln x로 변환이 가능합니다. 이러한 변환의 장점은 하나의 데이터의 배치에서 대칭성을 향상시켜줍니다. 또 배치간에 일정한 분산이 존재하도록 할 수 있습니다. 마지막 case 3의 변환은 Box-Cox 변환이라고도 합니다. 이는 log transformation과 Power transformation이 둘다 사용되는 변환으로 시계열 데이터에서 계절성을 명확히 나타내는데 사용됩니다. 데이터가 모두 양수여야 Box-Cox 변환을 할 수 있기 때문에 데이터 전체의 평균을 이동시키고 변환을 적용하여야 합니다. p값이 1일경우 x는 x-1로 변환이 되는데 이는 거의 변화가 없는 항등변화에 가깝습니다. 신뢰구간에 p가 1일 경우가 들어간다면 이는 분산에 의해 정상성을 충족하지 못하는 경우가 아님을 뜻합니다. 이를 이용하여 시계열 변환에서 Box-Cox 변환을 통해 정상성을 검증합니다. 평균에 의한 정상성의 검증은 다른 방식을 추가로 이용하여야 합니다. 변환이 이루어지는 과정을 쉽게 풀이하여 쓰면 가우시안 분포와 다른 분포가 있을 경우 이를 자료가 조밀하게 밀집되어 있는 구간에서는 척도를 늘려 데이터를 조금 더 퍼지도록 하는 것입니다. 마치 고무줄에 선을 표시하고 이를 늘리면 두 점사이의 거리가 늘어나는것과 같습니다. 얼마나 고무줄을 늘릴 것인가 이것을 결정하는 변수가 p입니다. p값의 조정을 통해 전체적인 원래 데이터의 분포의 밀집된 부분의 척도를 얼마나 늘릴지 결정이 가능한 것입니다. Box-Cox 변환을 통해 정규분포에 가까워진 데이터는 선형 회귀, 신경망 등의 알고리즘에서 전보다 높은 성능을 보입니다.