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Short description:

Multiple imputation is the de facto standard in solving missing data problems. Although multiple imputation is generally a flexible approach that can deal with a wide range of missing data problems, it can still be a daunting task to specify conditional regression models for potentially many variables in the data. This is especially true if there are non-linear relations or interactions in the data, and the problem further increases with hierarchical data structures. The complexity of clustered data can be captured with multilevel modeling techniques. Multilevel models accommodate heterogeneous relationships between distinct groups, but can be difficult to specify correctly.

In a single-level context, the task of the modeler can be simplified considerably through the use of non-parametric imputation approaches as classification and regression trees (CART; Burgette & Reiter, 2010), Bayesian additive regression trees (BART; Xu et al., 2016) or random forests (Doove et al., 2014). These approaches have the attractive feature that they almost automatically capture complex relationships between variables, as non-linearity or interactions. Recently, the methodology of CART (Hajjem et al., 2011; Lin & Luo, 2019), BART (Chen, 2020) and random forests (Pellagatti et al., 2021) has been extended to allow for prediction in a multilevel context (see also Salditt et al., 2022). However, despite the promising results of single-level tree-based approaches in imputation, the multilevel extensions have neither been implemented nor evaluated as tools in an imputation technique.

In this project, you will implement one or several of the multilevel tree-based approaches in the R-package mice, and evaluate the implemented method(s) by means of simulation. The standard multilevel imputation techniques (see Enders et al., 2016; Audigier et al., 2018; and Lüdtke et al., 2017 for overviews) will serve as benchmark methods. Depending on your skills and interest different angles to the research problem can be taken, including but not limited to a Bayesian modeling approach, health center data applications and extensions to different machine learning methods. Upon successful completion, you will advance the state-of-the-art in multilevel imputation and ease the lives of many applied researchers working with multilevel data.

The thesis project is offered by the [Missing Data research group](https://www.uu.nl/en/organisation/methodology-and-statistics/missing-data). You will collaborate closely with the core development team of mice, see also [amices.org](https://amices.org/) and [Github](https://github.com/amices).

Required skills: programming in R, affinity with multilevel modeling, interest in machine learning
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