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# 引言

使用副本的分布式系统

CAP, PACELC, 弱一致性

因果一致性,非事务和事务

规约,理论,协议,检测几个部分的重要性,每个部分大致包括哪些内容

# 规约框架

在本章中我们将介绍针对弱一致复制数据类型的通用规约框架.该框架是通过扩展 Burckhardt 等人[1,2]提出的针对最终一致的复制数据类型的规约框架获得的.

## 关系和序

一个二元关系

# 非事务因果一致性

因果一致性是在分布式系统中被广泛使用的一种弱一致性模型[3,4].因果一致性的规约中最关键的概念是事件之间的发生顺序(happens-before order/hb)[2,5].直观地说,因果一致性确保如果一个事件发生在事件之前,那么所有会话(session)必须在之前观察到.然而,同时并发事件可能被不同的会话以不同的顺序观察到.

相关文献中定义了几种因果一致性的变体,他们之间有细微的差别[2,6,7].在本节中,我们考虑六种变体,称之为Weak Causal Consistency(WCC)、Weak Causal Convergence(WCCv)、Causal Memory(CM)、Causal Memory Convergence(CMv)、Strong Causal Consistency(SCC)和Strong Causal Convergence(SCCv),如表2所定义.请注意,这些变体在相关工作中可能有不同的名称,如表2所总结的.

就可见性()而言,所有因果一致性变体需要来捕捉事件之间发生的先后关系.在仲裁()方面,它们都要求,用以强制要求当解释事件在其操作上下文中的返回值时,可见的所有事件()执行hb顺序.然而,它们可能在以下两个方面有所不同:

* 用于指定其返回值必须被考虑的可见事件子集的函数有多大?请注意,在因果一致性模型中,对于任何事件(因为).因此,候选.
* 仲裁关系对于解决冲突有多强?给定,根据是否是全序,我们区分两种情况.

表 1 因果一致性变体在((框架中的规约

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Consistency Models | Alternative Names |  |  |  |
| WCC ([6]) | CC ([7]) |  |  |  |
| CM ([3,7]) | CC ([6]) |  |
| SCC |  |  |
| WCCv | CCv ([6,7])  CAUSALCONSISTENCY ([2])  CAUSALITY ([8]) |  |  |
| CMv |  |  |
| SCCv |  |  |

## 规约

### Weak Causal Consistency

在[6]中提出的Weak Causal Consistency(WCC)是我们考虑的最弱的因果一致性变体.非正式地讲,一个抽象执行满足WCC,当且仅当每个事件的返回值)能够被其可见事件集的某种序列化所解释(忽略所有可见事件的返回值).更具体地说,在仲裁方面,WCC对收敛性不做额外的限制,因此并发的事件可能被不同的会话以不同的顺序观察到.就而言,WCC允许每个事件忽略其可见事件的所有返回值.

其可见事件的所有返回值.

1. (Weak Causal Consistency)

### Causal Memory

Causal Memory(CM)最初是由Ahamad等人[3]提出的针对读/写寄存器(read/write register)的定义.最近,Perrin等人[6]将其扩展到任意的复制数据类型.CM比WCC更强,因为在证明每个事件的返回值)的合理性时, CM不仅考虑到了WCC中对可见的事件集的操作调用,还考虑到同一会话中之前的事件集合中事件的返回值.换句话说,与WCC相比,CM要求每个会话与之前提供的返回值相一致[6].

1. (Causal Memory)

### Strong Causal Consistency

我们通过进一步要求每个会话和其他会话提供的返回值保持一致,来加强CM使其成为 SCC(Strong Causal Consistency).形式上,我们有.

1. (Strong Causal Consistency)

### Weak Causal Convergence

WCCv(Weak Causal Convergence)[2,6]是WCC的收敛版本.它通过对执行中的所有事件施加一个全序加强WCC,这为所有会话提供了一个解决并发事件引起的冲突的统一方法.因此,每个事件的返回值在对可见的事件的集合上进行验证时(忽略他们所有的返回值),这些可见事件要按照共同的全序排序.

1. (Weak Causal Convergence)

### Causal Memory Convergence(CMv)

CMv(Causal Memory Convergence)是CM对应的收敛版本.它要求是一个全序.

1. (Causal Memory Convergence)

### Strong Causal Convergence(SCCv)

SCCv(Strong Causal Convergence)是SCC对应的收敛版本.它要求是一个全序.

1. (Strong Causal Convergence)

## 理论

现有的系统采用不同的技术来实现因果一致性,但它们都有相同的关键机制:只有当更新的所有因果依赖都已知在数据中心复制时,更新才会在该数据中心可见.因果一致性的实现中最核心的内容就是追踪事件之间的因果依赖关系(Causal Dependencies).无论利用何种机制来进行追踪,都离不开对事件进行标记(本章以下内容称为标识符),通常可以使用以下几种方式.

1. Lamport 时间戳

Lamport时间戳由计算机科学家Leslie Lamport于1978年提出.Lamport时间戳是一种逻辑时钟,它可以被用于确定事件之间的顺序关系.

Lamport时间戳的基本思想是,为每个事件分配一个唯一的标识符,并保证在同一个进程中,事件标识符的值是单调递增的.当事件在一个进程中发生时,它会被分配一个时间戳,该时间戳由该进程的本地计数器值和进程标识符组成.

使用Lamport时间戳,我们可以将事件排序,并确定它们之间的顺序关系.如果事件A的时间戳早于事件B的时间戳,则可以得出结论,事件A在事件B之前发生.但是,Lamport时间戳不能用于确定事件的实际发生时间,因为事件的时间戳只是一个逻辑标记,不具有实际的时间单位.

Lamport时间戳是分布式系统中一种广泛使用的技术,可以用于并发控制、同步、消息传递等方面.它的优点是实现简单,可扩展性好,缺点是无法反映实际时间,也不能用于测量两个事件之间的时间差.

1. 向量时钟(Vector Clock)

向量时钟由Paul M. Mellor-Crummey和Michael L. Scott于1991年提出.向量时钟可以用于解决Lamport时间戳无法解决的一些问题,如处理并发事件的因果关系.

向量时钟的基本思想是,为每个事件分配一个向量时间戳,该向量时间戳由所有进程的本地计数器值组成.每个进程维护一个本地计数器,该计数器在进程执行每个事件时递增,同时将本地计数器值和进程标识符包含在向量时间戳中.

当一个进程向另一个进程发送消息时,它将自己的向量时间戳附加到消息中,并将其发送给接收进程.接收进程接收到消息后,将自己的本地计数器递增,并使用接收到的向量时间戳更新自己的向量时间戳.如果接收到的向量时间戳中有任何进程的计数器值大于自己的计数器值,则将该进程的计数器值复制到自己的计数器中.

使用向量时钟,我们可以比较两个事件的时间戳,并确定它们之间的因果关系.如果事件A的时间戳在事件B的时间戳中的所有进程上都小于或等于事件B的时间戳,则可以得出结论,事件A在事件B之前发生.如果事件A的时间戳与事件B的时间戳中的某些进程计数器值相等,而其他进程的计数器值更大,则无法确定两个事件的因果关系,因此它们是并发事件.

与lamport时钟比较

1. Hybrid logical physical clock

Hybrid logical physical clock(HLC)是由Marcin Lis和Roman Dębski在2005年提出的.HLC结合了逻辑时钟和物理时钟的优势,以提供更准确和可比较的时间戳.

HLC的基本思想是将逻辑时钟和物理时钟结合起来,得出一个更准确的时间戳.具体地说,每个进程维护两个计数器：一个物理时钟计数器和一个逻辑时钟计数器.物理时钟计数器递增的速率由物理时钟决定,而逻辑时钟计数器递增的速率由系统时钟决定,通常比物理时钟快得多.

当一个事件发生时,HLC首先使用物理时钟计数器来计算事件的物理时间戳.然后,HLC使用逻辑时钟计数器来计算事件的逻辑时间戳,并将物理时间戳和逻辑时间戳组合成一个Hybrid时间戳.Hybrid时间戳由物理时间戳和逻辑时间戳的加权平均值组成,权重由一个参数控制,通常是一个介于0和1之间的小数.

我们可以通过比较两个事件的HLC时间戳来确定它们之间的因果关系.首先比较两个时间戳的物理时钟部分.较早的物理时间戳被认为在时间上更早.如果两个时间戳的物理时间戳部分相等,那么比较它们的逻辑时钟部分.较大的逻辑时钟值被认为在事件顺序上更晚.如果两个时间戳的物理时间戳和逻辑时间戳都相等,则比较它们的Hybrid时间戳.Hybrid时间戳是物理时间戳和逻辑时间戳的加权平均值.根据加权平均值的结果,较大的Hybrid时间戳被认为在事件顺序上更晚.

1. Version vector…..

有了事件标识符后,我们可以通过日志或是直接利用消息传递来保证事件之间的因果关系.

### 利用日志 (append-only,是否有其他类型的日志)

### 日志是代表系统中事件的一连串记录.日志中的每条记录对应于一个事件,通常会用一个唯一的标识符和一个时间戳表示.利用日志来实现因果一致性的方案是基于日志复制的方案,其基本思想是在系统中维护多个副本,并通过日志记录和复制来保证数据的因果一致性.

### 具体来说,系统中的每个副本都维护一个日志,用于记录所有的写操作.在写入数据时,需要将该操作写入本地日志,成为日志中的一条记录,该记录还包含它与其他记录的因果依赖关系的信息(例如用时间戳表示).副本还需要将该操作的在本地日志中的记录复制到其他副本的日志中.由于每个操作都包含了其与其他操作的因果依赖关系,因此在读取数据时,可以比较该数据项在不同副本上的版本信息,以保证因果一致性.具体来说,读取操作会要求读取特定版本的数据,系统会比较该版本的标识符和副本上对该版本对应数据的已经执行的操作的标识符,只有当该版本的所有因果依赖(Causal Dependencies)都已经执行完成时,才返回数据给客户端.

### 通过利用日志来实现因果一致性,系统可以保证在分布式环境下对数据的操作是有序的,并且不会发生竞争条件.同时,日志的复制也可以保证数据的可靠性,即使某个副本出现故障,系统也可以通过其他副本的日志来进行数据恢复.

### 利用消息传递

利用消息传递来实现因果一致性的方案是基于消息传递模型的方案,其基本思想是在消息中包含操作的因果关系信息,并在接收到消息后,根据这些信息来维护因果关系.

具体来说,对于写操作,可以在消息中包含该操作之前(限定在因果关系上)的操作的标识符,即先决条件(Precondition).在接收到写操作的消息时,系统会检查该操作的先决条件是否已经满足,只有在先决条件满足的情况下才执行该写操作.这样可以保证操作的因果关系是有序的,并且不会发生竞争条件.对于读操作,需要在消息中包含读取数据的版本信息(标识符,通常是一个向量时钟(Vector Clock)或时间戳(Timestamp),用于标识该读操作因果依赖的所有先前操作).在接收到读操作的消息时,系统会比较该版本的标识符和接收到的其他操作的标识符,只有当该版本的所有因果依赖(Causal Dependencies)都已经执行完成时,才返回数据给客户端.

消息传递协议的一个潜在问题是消息延迟或丢失的可能性.如果一个消息被延迟或丢失,如果依赖该消息的其他消息已经被处理,就会导致违反因果一致性.为了减轻这种风险,消息传递协议通常包括检测和处理消息延迟或丢失的机制,如超时机制、重试和重复检测.消息传递协议的另一个问题是可能出现时钟同步问题.为了让Lamport时间戳和矢量时钟正常工作,系统中的每个节点必须有一致的时间概念.如果时钟同步不当,就会导致不正确的因果排序,违反因果一致性.为了解决这个问题,可以使用时钟同步算法来确保所有节点的时钟同步到一定的精度内.此外,消息传递协议的性能会受到网络延迟、消息量和协议实现的复杂性等因素的影响.在某些情况下,与维护和处理时间戳有关的开销会影响系统性能和可扩展性.总之,虽然使用消息传递来保证因果一致性,如果实施和使用得当是安全的,但在分布式系统中设计和部署消息传递协议时,必须考虑潜在的问题,如消息延迟或损失、时钟同步问题和性能开销.

### Sequencers[9]

### Single Timestamp[10]

Lamport clock, Physical scalar clocks[10],

### hybrid logical physical clocks[11]

### Dependency List[4]

### Dependency Vectors[12]

Physical vector clocks[13]

### Dependency Matrices[14]

### Dependency Graphs[4]

使用Version Vector的最大好处是,因为它们为每个数据中心存储一个时间戳,所以它们允许以更细的粒度追踪更新的可见性.这种方法的缺点是,可扩展性差,因为元数据的大小与数据中心的数量呈线性增长.这就产生了存储和通信的开销,因为每个更新都是和它相应的Version Vector一起存储和复制的.可扩展性问题随着Dependency Matrices的出现进一步加剧了.相反,Single Scalar(e.g, Single Timestamp)是用于追踪依赖关系的可扩展性最好的方法.然而,它将所有的依赖关系压缩在一个单一的时间戳中,导致由最慢的连接（与最远的数据中心的连接）决定的最差可见性延迟.这大大影响了本地更新的可见性,而且往往是不必要的.

### Explicit Dependency Checking[4,15]

### Stablization

## 协议

系统类文章的协议的正确性证明

## 检测

# 事务因果一致性

## 规约

## 理论

### Client-Assistant Lazy Dependency Resolution(CALDeR,in OCC[16])

OCC为了最大限度地减少元数据的开销和读取响应时间,采取了一种经济有效的方式暴露不稳定的项目版本,并且能够保证系统的因果一致性.这正是通过Client-Assistant Lazy Dependency Resolution(CALDeR)协议来实现的.CALDeR协议的主要思想是通过将追踪因果依赖关系的责任转移到客户端,从而将数据存储从追踪因果依赖关系的责任中解脱出来.CALDeR协议消除了分区之间的同步需求,这隐含地消除了由速度较慢的分区滞后引起的问题.下面将详细介绍该协议的做法.

客户端以客户端依赖元数据(Client-side Dependency Metadata)的形式存储执行读取时建立的因果关系的信息.如果客户端*c*读取了*Y*,并且存在*X*,使得*XY*,*c*会将*X*和*Y*之间的依赖关系记录到它的客户端依赖元数据中.当*c*执行以后的操作时,就可以通过客户端依赖元数据来读取所需的因果依赖关系.

当客户端*c*发起一个读操作(GET或RO-TX)请求时,服务器*p*需要客户端的依赖元数据来让确定它自己的状态是否与*c*的历史一致.考虑上一段中的例子,如果*c*想在读完*Y*之后再读*X*,通过*c*提供的依赖元数据和*p*本地存储的状态信息, *p*检查它是否已经收到*X*.如果*p*已经收到了*X*,那么*p*存储的最新的本地版本的*X*与*c*的历史兼容,它被返回给*c*.如果*p*还没有收到*X*,*p*必须在为*c*的请求服务之前收到它.在这种情况下,*p*会拖延*c*的请求,直到它收到*X*.

当客户端*c*发起一个写操作(PUT操请求时,需要客户端的依赖元数据来知道新创建的项目依赖于什么.我们仍然考虑前面的例子,当在服务器*p*上写入*Y*时,*p*必须已经交付了*Y*因果依赖的所有版本的*y*.也就是说,在OCC中,*p*必须等到它收到发行客户端所依赖的最新的Y的版本才能执行该写请求.

### Universal Stable Time(UST,in PaRis[17])

UST是PaRiS[10]实现的协议,以可扩展的方式识别稳定的快照.每个分区都维护着一个版本向量,表示最新应用的事务的时间戳,包括分区本身执行的事务和从远程replicas收到的事务.通过gossiping协议,同一DC内和跨DC的分区定期交换其版本向量中的最小时间戳.交换值的总体最小值确定了一个时间戳,即每个DC的所有分区都应用了时间戳小于等于该最小值的所有事务.UST使用单一时间戳来保证因果一致性,这减少了分区与分区之间以及客户与分区之间的通信开销,实现了高可扩展性和提高了效率.

仅利用UST并不能保证因果关系.事实上,通过保证分配给客户端*c*发出的事务提交时间戳(Commit Timestamp)大于分配给*T*的稳定快照(Stable Snapshot),使得提交时间戳能够反映因果关系.注意,*T*的提交时间戳可能大于 *c*请求的下一个事务所分配的快照.在这种情况下,这种快照将不包括*c*在*T*中进行的修改,这可能导致违反因果一致性所要求的read-your-writes性质.

### Binary Dependency Time(BDT,in Wren[18])

Wren实现了Binary Dependency Time(BDT)协议用来追踪数据项之间的因果依赖关系.BDT的关键特征是每个数据项只通过两个标量时间戳(Scalar Timestamp)来追踪因果依赖关系,而不管系统的规模如何.一个标量时间戳追踪本地项目(Local Items)的依赖关系,另一个标量时间戳总结远程项目(Remote Items)的依赖关系.与其他设计相比,只使用两个时间戳可以实现更高的效率和可扩展性.

Wren依靠BDT来实现Binary Stable Time(BiST),这是一个高效的稳定协议(Stablization Protocol),以确定更新操作何时可以包括在回复给DC内的客户提出的快照(即更新操作何时在DC内可见).BiST允许起源于一个DC的更新在该DC中立即变得可见,而不需要等待收到远程项目.相反,当一个远程更新*u*是稳定的之后才在DC内可见,这需要等到它的所有因果依赖项全部被DC接收.BiST计算出两个截止值(Cut-of Value)来分别表示那些本地和远程项目可以在一个DC内的事务中可见.BiST计算的本地部分是本地稳定时间(Local Stable Time,LST).远程分量是远程稳定时间(RST),与LST类似,表示本地DC内每个节点已经安装的远程快照的下限.通过解耦本地和远程项目,与使用单一标量时间戳进行依赖性跟踪的系统不同,BiST允许事务确定本地项目的可见性,而无需与远程DC同步.这种解耦在地理复制的情况下也能实现可用性和无阻塞的读取,因为对事务可见的快照只包括本地DC已经收到的远程项目.

通过BiST,DC内的分区定期交换他们所应用的最新本地和远程交易的提交时间戳(Commit Timestamp)后,每个分区计算LST(resp,RST)作为收到的本地(resp,远程)事务对应的时间戳的最小值.因此,LST和RST反映了本地和远程快照,这些快照已经被DC中的所有分区安装,并且事务从这些快照中读取而不被阻塞.
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