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**Overview:**

Scene understanding is an important research topic in the field of computer vision which has applications in a wide field, such as image and video retrieval, robotics, the medical field, and video surveillance. Scene understanding is an extremely challenging problem due to its dependence on techniques to perform semantic segmentation and the method in which extracted features and associated labels are used to model perception of the scene. In this proposal I will discuss the continuation of development of a traffic scene perception (TSP) with a focus on the classes of objects: traffic signs, cars, and cyclists. The continuation of the prior work carried out by Hu et al. involves recreation of a single framework that consolidates the classes for faster feature detection for alerts.

**Table of Contents:**

**Introduction and Problem Definition**

The overarching problem of scene understanding involves 3 classes of objects thus there are 3 subproblems to be solved. Solving the problem requires using both still images and video for extraction of semantics from a scene. The images and video will be from a user’s camera. TSP involves 3 stages: object detection, object recognition and tracking of objects of interest for generating signals for alerting the user of safety conditions.

**Sensor Possibilities**

Past attempts in scene understanding involved a variety of sensors such as radar, lidar, ultrasonic, camera and far-infrared

**Findings and Readings**

Prior work focused on specific detectors for the 3 classes in contrast to basis of this proposal which focuses on a single learning framework to handle for all 3 classes. One of the techniques with traffic sign perception utilized images where signs were extracted using color and shape information. More recent approaches employ techniques for detecting texture and gradient features which are invariant to image distortion but are still unable to handle cases of extreme deformation.

Car detection methods in the past involved usage of a sliding window; however, often failed to detect cars. More recently, usage of a deformable parts model (DPM) to be adapted for car detection has been used. In addition to DPM, visual subcategorization techniques have been applied to improve generalization of the car detection model.

Cyclist detection methods are sparse, and many cyclist detection methods have spun out of pedestrian detection approaches. Some these approaches are holistic detection, part-based detection and motion-based detection.

**Success and Failures**

Car detection utilizing the sliding window have demonstrated promising results in human detection; however, they often fail when working with cars due to variation in viewpoints. More successful attempts have resulted from the adaptation of latent SVMs into DPM detectors.

Sign detection approaches that have failed include segmentation by thresholding images and shape-based approaches involving adaptation of a genetic algorithm due to computational limitations. However, there have been successes in texture-based approaches employing histogram of gradients (HOG) features with support vector machines (SVM) as well as convolutional neural networks (CNN).

Cyclist detection has seen success when employing lasers along with a Density-Based Spatial Clustering of Applications with Noise (DBSCAN) method on subareas. SVMs, Decision Tree (DT) classifiers, Mutliple Hypothesis Tracking (MHT) algorithm and Kalman filter have been tested and validated in real road environments showing promising results.

**The Challenges**

The challenge of solving scene understanding involves consolidation of discussed subproblem solutions and refinement of subproblem solutions. Some techniques employed have shown promising results; however, they remain as specific solutions that still need to be integrated into the overarching solution for TSP.

**The Future and Conclusions**

Devising a TSP system that can perceive and extract meaning from a traffic scene is challenging and requires refinement of smaller solutions for composing the overarching solution to the problem.
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