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**Abstract**

The advent of low-cost data storage technologies and the wide availability of Internet connections have made it easier for individuals and organizations to access large amounts of data. Such data are often heterogeneous in origin, content and representation, as they include commercial, financial and administrative transactions, web navigation paths, emails, texts and hypertexts, and the results of clinical tests, to name just a few examples. Their accessibility opens up promising scenarios and opportunities, and raises an enticing question: is it possible to convert such data into information and knowledge that can then be used by decision makers to aid and improve the governance of enterprises and of public administration?

There are group of algorithms makes indeed the answer of previous question is YES, we can say that business intelligence systems tend to promote a scientific and rational approach to managing enterprises and complex organizations. Even the use of an electronic spreadsheet for assessing the effects on the budget by fluctuations in the discount rate, despite its simplicity, requires a part of information help to make the best decision about financial flows.

This research review some of these algorithms in wide scope and puts enough focus on association rules data mining concepts, specially on Apriori algorithm. Java programming language is used to implement and solve the problem of a store selling accessories for cellular phones as a case study example. And as a result of this research, a new mining tool has been generated specifically for that.

**المستخلص**

ظهور تقنيات التخزين منخفضة التكلفة والتوفر الواسع لإتصالات شبكة الإنترنت جعل من السهل للأفراد والمنظمات الوصول إلى كمية كبيرة من البيانات. مثل هذه البيانات تكون غير متجانسة في الأصل والمحتوى وطريقة تمثيلها، لأنها تشمل المعاملات التجارية والمالية والإدارية، وعمليات التنقل بالويب، رسائل البريد الإلكتروني والنصوص والإرتباطات التشعبية، ونتائج الإختبارات السريرية، كلها أمثلة قليلة من كثير. تمهد لإمكانية الوصول لسيناريوهات وفرص واعدة، وتثير سؤالا يطرح نفسه: هل من الممكن تحويل مثل هذه البيانات إلى معلومات ومعرفة يمكن استخدامها من قبل صناع القرار للمساعدة والتحسين في تسيير المؤسسات وأمور الإدارة العامة ؟

هنالك مجموعة من الخوارزميات تجعل بالتأكيد الإجابة على السؤال السابق بـ نعم ، يمكننا القول بأن أنظمة ذكاء الأعمال تميل إلى تشجيع النهج العلمي والعقلاني في إدارة المؤسسات والمنظمات المعقدة. حتى إن استخدام الجداول الإلكترونية لتقييم التأثيرات على الميزانية من تقلبات سعر الصرف، على الرغم من بساطته، فإنه يتطلب جزء من المعلومات التي تساعد في اتخاذ أفضل قرار بشأن التدفقات المالية.

هذا البحث يستعرض بعضا من هذه الخوارزميات في نطاق واسع ويضع التركيز الكافي على مفاهيم قواعد العلاقات في تنقيب البيانات، بالتحديد على خوارزمية Apriori. استخدمت لغة جافا البرمجية لتطبيق وحل مشكلة لمتجر مبيعات لإكسسوارات الهواتف الخلوية كمثال لحالة دراسية. وكنتيجة لهذا البحث، تم إيجاد أداة تنقيب جديدة خصيصا لذلك.
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