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# 增强Pochoir Stencil编译器

### Charles E. Leiserson

### SuperTech Research Group

### MIT Computer Science and Artificial Intelligence Laboratory

### Cambridge, MA 02139

### 联系方式：[cel@mit.edu](mailto:cel@mit.edu)

### 唐渊

### 复旦大学，上海市邯郸路220号，200433，中国

### 联系方式：[yuantang@fudan.edu.cn](mailto:yuantang@fudan.edu.cn)

### 执行摘要：

Pochoir1.0 Stencil编译器为基本的stencil计算产生高性能的Intel Cilk Plus代码。我们建议，加强Pochoir编译器的能力，并探讨如何进一步推广现有的Pochoir方法。我们的工作将主要包括以下六个任务：

1）我们建议增强Pochoir编译器的能力以处理更复杂的非规则的stencil计算。

2）我们建议增强Pochoir编译器的能力以处理在stencil计算中更一般的数据依赖关系，比如说在动态编程（dynamic programming）中的数据依赖关系。

3）我们建议进一步拓展并简化Pochoir的stencil描述语言。

4）我们建议进一步优化Pochoir的核心算法以及数据结构。

5）我们建议在其他的计算平台上也开发相应的Pochoir stencil编译器，比如分布式存储体系结构，GPGPU，未来的exascale计算平台。

6）我们建议和英特尔公司联合研究如何将Pochoir stencil编译器中的技术嵌入到英特尔的C/C++编译器中。

以下研究计划中所列举的目标将远远大于我们在一年的时间中所可能做的工作。但我们只要求从英特尔公司得到第一年的资金支持，并计划申请自然科学基金以支持本项目后续的研究工作。

### 背景：

Pochoir（发音为“PO- shwar”）是一个开源的编译器和运行时系统，是在多核处理器上针对stencil计算进行优化的一个编译系统。该编译系统的目标语言是Intel Cilk Plus。Pochoir最初是作为麻省理工学院和英特尔公司之间的一个联合项目进行研究与开发的。麻省理工学院从英特尔公司得到了慷慨的捐赠。

stencil计算的定义是指在一个d维空间网格对每一个网格点的在时间步t的值的更新是一个以前任意时间步的网格点的值函数[1，3-5，7，8，10-15，17，19]。stencil计算最简单的实现是使用嵌套循环，但循环实现对高速缓存的利用效率很低，性能很差。缓存无视（cache-oblivious）[6,16]分而治之的计算方法具有更高的缓存效率[7,8]，但这些递归代码非常难写，而当代码中需要进一步融合并行分解的技术时，大多数应用程序的程序员不具备编程技巧或耐心生产高效的多线程代码。

Pochoir stencil编译器允许程序员编写一个简单的声明规范来描述其特定的stencil计算，该声明规范是一个嵌入式的C++语言。Pochoir然后将其转换成高性能Intel Cilk Plus代码，并采用了有效的并行缓存无视（cache-oblivious）算法。 Pochoir支持一般d维空间，并使用同一个算法处理周期和非周期的边界条件。 Pochoir系统提供一个C + +类库，它允许用户的声明规范可以在不经过Pochoir编译器的预处理而直接被任何标准的C++编译器和运行时系统执行（虽然速度会更慢），从而便于用户调试，并同时大大简化了Pochoir编译器本身的实现。

Pochoir产生的代码可以媲美的最好的手工编写的代码，包括伯克利的自动代码优化器所产生的代码[2，10，19]的。一系列的标准stencil计算测试表明Pochoir编译器产生的代码优于标准的并行循环实现，通常运行速度会快2-10倍，比标准的串行循环实现快20-100倍。

Pochoir包括许多新的技术以获得高性能的stencil计算的代码。Pochoir背后的算法比原先的缓存无视（cache-oblivious）stencil算法对于多维网格来说有渐进的提高（asymptotically faster），其主要思想是采用了在多维网格的“超空间”的分割，以在缓存利用率相同情况下得到更高的并行度。 Pochoir的递归缓存无视算法采用了两个代码克隆：边界克隆，它可以处理复杂的周期和非周期的边界条件，包括的Dirichlet和Neumann条件;和内部的克隆，这是一个经过高度优化的代码克隆以处理众多的内部网格点，其最大优点在于不需要任何特殊的边界处理。 Pochoir生成的代码包括高度优化的迭代器遍历网格点。 Pochoir在递归算法中使用了简单而有效的启发式条件以帮助算法的加速。

### 一个新的Pochoir Stencil编译器

我们现在简单介绍一下我们打算研究并开发的一个新的Pochoir stencil编译器的框架设计：

### 非规则的stencil计算：

Pochoir 1.0编译器可以处理简单的stencil计算，但现有和潜在Pochoir用户报告Pochoir编译器在处理各种非规则的stencil计算时是不足的。

Pochoir目前不能处理非规则边界条件。对于非规则边界条件的处理，目前Pochoir都假定其基本网格形状是长方形。然而，对于某些应用，包括那些在生物科学，材料科学和机械工程领域的应用，其边界形状都可能是一个非矩形的形状。虽然可以在非规则区域外面套一个矩形区域，但是对于在所关心的非规则区域外的点的计算将会浪费大量的计算资源。此外，若是将边界条件的判断放置在内核计算函数内部，由于其属于不可预测的条件转移指令，当预测出错时，其开销将会远远超出内核计算函数中实际有用计算所占用的开销。

另一个非规则stencil计算来源于计算域内部。例如，一些波动方程的应用，不同的空间区域可能对应不同的材料或不同的吸收边界，因此对应一个不同的内核函数。同样的，如果通过在函数内部放置条件语句来实现非规则计算的话，将会显著降低计算的效率。

有些stencil计算具有一个跨越式 (leap-frog) 的结构，其中的stencil计算在不同的时间步执行不同的操作。计算仍然可以是规则的，但每隔一个或若干个时间步将重复相同的计算顺序。虽然目前的Pochoir编译器可以通过在一个大的内核函数中加入条件语句的形式来实现这种跨越式的stencil计算，但是，同样的，这种类型的解决方案将牺牲周边网格点共享公共子表达式的能力，牺牲了计算的效率。

所有这些非规则的stencil计算有一个共同的性质：每个点在网格中的位置决定了对它进行更新时所要执行的代码。虽然有些应用是在计算的动态过程中决定所要执行的非规则代码，但更多的应用是在编译时刻，根据每个网格点的空间坐标静态的决定其更新代码。此外，现在还有一些算法上的策略来处理各种不同类型的非规则stencil计算。比如，跨越式stencil可以通过某种形式的循环展开来处理，而不规则的内部和边界条件则可以通过代码克隆来处理。我们建议在Pochoir编译器中加入一些通用的，有效的策略在编译时刻统一处理这些非规则计算。

### 广义的数据依赖

基本的stencil计算对每一个网格点的在时间步t的值的更新是作为其邻居点在时间步t之前值的一个函数。Pochoir1.0提供了一个简单的stencil描述语言来指定这些基本的stencil 计算。有一些应用中所展现的数据依赖和基本stencil计算中的相似，但不完全相同，现有的Pochoir并不能很好的支持。 在这里，我们将讨论三个这样的新的数据依赖，并打算将它们整合进新的Pochoir描述语言。

比如，Lattice Boltzmann Method (LBM)在第一阶段的计算反转了的一个基本的stencil数据依赖的方向。该计算是使用每个网格点在时间步t的值去更新所有在时间步t+1及以后的网格点的值。如果说基本的stencil计算的数据依赖关系是“拉 (pull)”关系，那这种反转了的数据依赖关系则可以被称为“推 (push)”关系。尽管，可以通过一定的改写，将所有的“推”关系转换为基本的“拉”关系，但是，这样的工作是繁重而容易出错的，也是和原有的计算语义不完全相符的。所以，我们打算将Pochoir的stencil描述语言进行拓展，以便能够较好的支持这种少见的“推”关系。

许多动态编程的问题有这样一个结构，每个网格点（X，Y）的值取决于其在两个不同方向的邻居点的值，比如（X - 1，Y）和（X，Y- 1）。无论是X，还是Y，都无法提供一个合适的时间轴，以执行一个基本的stencil计算，因为无论采用哪个方向，都将产生网格点(X, Y)在时间步t的值将取决于相同时间步t的其他网格点的值。这种数据依赖关系，在目前的Pochoir中无法支持，因为现有Pochoir编译器背后所使用的缓存无视算法最主要的想法是打乱同一个时间步中各个网格点的计算顺序，以达到一个较好的缓存利用率的目的。就目前Pochoir的解决方案来说，可以采用将t= X + Y作为一个时间轴，将原先的坐标轴旋转45度的方法来处理一个菱形的边界条件来解决这个问题。原则上，这种计算可以在不依赖于梯形分解的情况下，仍然有效的通过递归方式执行。但显然，其对于普通程序员来说是很不方便的。我们计划拓展Pochoir的stencil描述语言规范以使得程序员们不需要考虑需要将坐标轴旋转的情况。

一些stencil计算的数据依赖既可以依赖于当前时间步的数据点的值，也同时依赖于之前时间步的数据点的值。这样的情况类似于动态编程的情况。在新的Pochoir中，我们也将提供一个通用的解决方案。

### Pochoir的stencil描述语言

除了在算法层面来处理非规则stencil计算，Pochoir规范语言必须重新设计，使用户可以很容易地以这种方式来指定在时空网格中较罕见的各种非规则stencil 计算，并且使得Pochoir编译器可以很容易地利用更大范围内内规则的stencil计算以提高运算效率。现有的Pochoir stencil描述语言对于内部和边界之间的区别将为我们预期新的Pochoir语言提供设计灵感。

目前，用户在指定核心函数的同时，还需要同时指定一个边界函数，以处理边界条件。根据用户的指定，Pochoir编译器会相应生成一个边界代码克隆和内部代码克隆。我们可以进一步拓展这个思想，允许用户对每一个非规则区域设定一个特定的内核函数来专门处理所有在该非规则区域中的网格点。

在我们未来的设计中，用户可以指定一个的保护条件，描述了对某个时空网格区域应该采用的特定计算方法。新的Pochoir编译器将收集所有的这些保护条件并使用符号计算预先确定在缓存无视算法中所用到的递归树，这样，在随后的正式计算中就可以除掉所有的对时空区域的条件判断语句，以达到一个较优的执行效果。

### 核心算法和数据结构

我们计划继续为Pochoir改进现有的基础算法。在算法层面上，我们将探讨递归展开，重叠时间步倾斜的粗化策略，改进的分而治之的切割策略，和其他几个算法优化策略。在实施层面，我们计划将深入探讨使用缓存无视的数据结构来存储stencil计算中所需要的各种数据类型，自动生成的存储阵列光晕，启发式自动调优，采用锯齿状的遍历策略，并使用数据位的技巧，以避免不可预知的分支转移语句，等等。

粗化是对递归程序的一个基本优化。粗化的想法是在递归树的更高一层的结点上更早的终止递归，以避免了大量的递归函数调用的开销。由粗化产生的一个问题是基本情况 (base case) 中将无法使用递归顺序来遍历所有网格点，而递归次序的遍历是对于缓存利用和寄存器分配最优的遍历次序。相反，在基本情况中将只能使用循环的线性次序，线性遍历次序对于处理器流水线而言是最优的。我们计划调查如何展开递归以使得遍历同时对缓存和处理器流水线达到最优。

我们相信，我们可以改进的特定分而治之的递归方法以提供更高的并行度。目前，stencil计算的迭代空间被划分为一个个的超梯形 (hyperzoids) ——梯形在多维空间的类比。我们目前的分而治之的策略，是基于Frigo和Strumpen的思想基础[7，8]，提供了一个渐近最优的缓存效率。我们最近的一篇文章[18]表明，渐近更高的并行度是可能的。该方法业已在Pochoir1.0中予以实现，并取得较好的效果。我们相信，在这个实现中，我们可以进一步的提高一些常数因子，以达到更好的执行效率。关键的思想是每次对超梯形的分割都以较短的底边为基准，而不是原来算法中的以较长的底边为基准。这一策略可以减少超梯形在时间轴上的切割，从而提高并行度。

对于那些具有恒定边界条件的stencil计算，一个普遍采用的优化策略是在  
（在pochoir中没有使用）所有stencil定义的区域周围存储一圈光环 (halo points)。该光环可以设置为一个固定的边界值，邻近的网格点可以直接存取这些光环值而无须通过执行不可预知的分支转移预测语句。Pochoir不使用这一优化策略，因为它已经使用了代码克隆的技术来优化对边界内外不同区域内网格点的更新。对于大规模的stencil计算，光环策略不会比Pochoir所采用的代码克隆技术取得更优的性能，却要求对边界区域的网格点采取一个特殊处理，因为边界区域是渐近比内部区域体积要小。而对于中小规模的stencil计算，光环优化策略可以产生显着的性能收益。我们相信，我们可以实现让Pochoir对恒定的边界条件自动产生光环代码，而无须用户的干预。

由pochoir1.0自动生成的代码包含调优参数，这些调优参数由经验而得。我们也已经将Pochoir和英特尔的软件自动调优工具 (ISAT)相连接，ISAT工具可以自动在所有参数的空间进行穷举搜索。最近，启发式的自动调优器[9]可以提供性能更好的调整启发式搜索，而不是穷举搜索。我们也正在计划研究如何将启发式调优搜索纳入Pochoir。

### 拓展Pochoir的应用范围

Pochoir 1.0是设计用于多核计算机体系结构的。我们提议将Pochoir拓展到其他体系结构的计算平台，比如，分布式内存的集群系统，图形处理单元 (GPU)，以及未来的exascale计算机。

特别的，我们提议将Pochoir中使用的缓存无视算法从单个节点的多核机器拓展到多核集群系统。主要的想法是利用MPI来进行节点间通讯，而使用Intel Cilk Plus进行同一个节点内部的通讯。我们相信，我们可以利用一个二级结构的设计来实现这个目标。其底层结构将直接调用现有的多核Pochoir，而高层结构将是一个全新的MPI实现，其目标语言将由底层的Pochoir编译器解释执行。比如说，高层的Pochoir所产生的代码将可以在内核函数及边界函数中调用MPI来实现必要的通讯功能。

GPU及向量计算硬件为Pochoir提供了另一种机会。对于GPU上的应用，需要Pochoir针对其特定的体系结构产生相应的递归结构。这里一个主要问题是向量化的循环结构将比分而治之的递归结构占用更多的内存带宽。这样，尽管在单个处理器核心上，使用向量化代码可能取得更好的速度，但在多个处理器核心上，向量化代码的速度反而可能更慢。一个有趣的可能是根据目标体系结构上处理器核心的多寡，自动选择代码向量化的程度。我们计划试验该自适应方法。

在exascale的计算机上，一个很重要的问题是容错。我们提议将研究如何在Pochoir中开发应用程序级的自动化检查点和容错技术。这里的一个主要问题是Pochoir中所使用的缓存无视算法对于缓存的使用是不均匀的，这点是和标准的循环代码不同的。这样，从一个检查点恢复一个stencil计算所需要的信息量就可能要超出相同的循环代码实现。我们计划研究如何将检查点和容错技术集成进Pochoir。

### 将pochoir嵌入Intel编译器

如果能够得到一个工业化标准的编译器的支持，我们相信目前Pochoir所使用的stencil描述语言可以得到进一步的简化，并更具有直观性。基本想法是定义一个C++的Pochoir类。当需要实现一个特定的stencil计算时，程序员将定义一个该Pochoir的子类，直接继承父类中的基本功能，并只对该stencil计算特定的一些参数，比如不同的内核计算函数，边界处理函数定义相应的代码。

对于这个方向，绝大多数的工作需要由Intel的编译器团队来实现。我们计划在语言设计，算法，运行时系统方面提供必要的支持。

### 工作声明

本研究项目将由MIT的Charles E. Leiserson教授作为研究小组组长领衔运行，复旦大学的唐渊教授作为主要参与者进行。唐渊教授在MIT做访问学者期间，曾参与了Pochoir 1.0项目的主要工作。在本项目的绝大多数时间里，唐渊都将在中国参与该项目的研究与开发工作。Charles E. Leiserson教授和唐渊教授将定期使用远程电话或者视频会议进行交流。在该项目期间，唐渊教授将访问MIT一次。该项目的主要参与者和贡献者还包括，Intel的Chi-Keung Luk，MIT的Bradley C. Kuszmaul博士，MIT的Steven G. Johnson教授，纽约州立大学石溪分校的Rezaul Chowdhury教授。另外，在MIT还将分别有一名工程硕士和一名本科生参与本项目的研究与开发工作。

目前，我们仅要求第一年的资金支持。我们打算在所有以上六个研究目标展开工作，并在本年度结束的时候发布一个主要的软件版本。另外，我们还将寻求自然科学基金对本项目的后续资金支持。

本项目的主要重点在于任务1--4。正如我们在以前其他一些研究项目中所做的，比如Cilk，FFTW，和Pochoir 1.0，我们将继续致力于使Pochoir的代码成为开源软件。我们计划与计算科学家联手，使得Pochoir能够满足计算科学家们的实际需求。我们还将发布一个Pochoir的实验版本以生成任务5的一些实验数据。特别的，我们认为任务5可以单独列出，成为一个学生的研究子课题。我们将继续和我们在Intel的合作者一起，探讨在任务6以及自动调优方面的合作。
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