ML Cheat sheet

<https://ml-cheatsheet.readthedocs.io/en/latest/backpropagation.html>

vector dot-product \* Trigonometry explained

<https://www.mathsisfun.com/algebra/vectors-dot-product.html>

Greek alphabet letters

<https://en.wikipedia.org/wiki/Greek_alphabet>
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Vector norm (L1 norm, L2 norm, max norm). Default is L2 norm

|| **x** || L2 norm of vector **x**

|| **x – x**’ || L2 norm of vector **x – x’**

<https://machinelearningmastery.com/vector-norms-machine-learning/>
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