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|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | ours |
| 1. | off | off | off | on | on | off |  |  |  |  |  | on |
| 2. | concept | 🗴 | 🗴 | Baseline policy (🗴) | 🗴 |  |  |  |  |  |  | info |
| 3. | 🗸 | 🗴 | 🗸 | 🗴 | 🗴 |  |  |  |  |  |  |  |
| 4. | 🗴 | 🗸 | 🗸 | 🗴 | 🗴 | Protection |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

1. Whether have the access to offline data (off-policy, on-policy)
2. Prior knowledge (information, concept, binary) in danger
   1. Whether have the concept of danger state
   2. Whether have the information of danger state
3. Augmenting RL model with an extra function approximation
4. Modifying action