极客时间- 毕业总结6-8月

整个3个月左右学习大语言模型的课程，每周也就1~2个小时的时间，但可以算是让我扫盲了整个对ai知识的基本知识点。

从联结主义到符号主义，再到机器学习到今天的深度学习，整个人工智能的发展随着GPU算力的提升，让Transformer架构的实现落地变成可能。今天使用人工智能，让我们不用费劲的整夜做参数调整和算法研究，而是用直接对LLM的应用。

整个课程，让我从一个对LLM只知道prompt Engineer的人，可以用dify或codz，FastGPT等工具根据自己的知识库建立的RAG而构建自己的Agent，并且也终于理清了MCP和A2A到底是什么。小的项目尝试虽然不是很难，也不完善，但也让我从Deepseek入门，对整个LLM的应用和Agent的开发有了新的尝试。

感谢老师不厌其烦的帮助，虽然企业级LLM的开发还有很长的路要走，后面依然有很多开发和测试的工作需要做，但无论怎么说，让我从一个LLM的门外汉到今天具备做到一些简单Agent的独立开发的能力，还是要感谢老师们不厌其烦的帮助。