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With the advancement of technology, Summary Introduction Steps that will follow 1. Data Cleaning 2. Feature Selection 3. Compare Models 4. Optimization

# 1. Data Cleaning

dim(data)

## [1] 184 12066

The data is high-dimensional, meaning the number of variables far exceed the number of samples. Classicial approaches such as least squares linear regression are not appropriate in this setting, and other approaches have the danger of overfitting.

We can reduce the dimension by feature selection and dimension reduction techniques, but let's first see if we can discard variables with little information.

var0 <- nearZeroVar(data)  
length(var0)

## [1] 3245

3245 variables have zero or near zero variance. We decide to discard these variables, because they won't be useful when classifying disease.

dataZero <- data[,-var0]  
noNA <- sapply(dataZero, function(x) sum(is.na(x)))  
table(noNA)

## noNA  
## 0 1   
## 8815 6

6 columns have missing values. We only have 184 samples, so removing the samples with missing values will be too valuable of a waste. Imputation fills in the missing values, and will allow us to use every sample to train our model

dataImpute <- knnImputation(dataZero, k=10)

Multicollinearity, the concept that the variables in a regression might be correlated with each other. In the high-dimensional setting, the multicollinearity problem is extreme. Any variable in the model can be written as a linear combination of all of the other variables in the model. Removing variables with a correlation value above 0.7 is an option we can take.

dataScale <- scale(dataImpute, center=TRUE, scale=TRUE)  
corMat <- cor(dataScale)  
highlyCor <- findCorrelation(corMat, 0.70)  
length(highlyCor)

## [1] 873

873 variables are removed due to high correlation with other variables. Variables with low information or high correlation are removed. Let's try to select important variables to our models by feature selection.

dataFilter <- as.data.frame(dataScale[,-highlyCor])  
dataFilter$Y <- ifelse(label == 1, 1,0)  
dataFilter$Y <- as.factor(dataFilter$Y)

# 2. Feature Selection

We will be using Random Forest to find out the importance of each variables for our classification model. 10 fold cross validation is the training scheme for our feature selection method.

control <- trainControl(method="repeatedcv", number=10, repeats=1)

Random Forest is a popular method for feature selection for high-dimensional data. We set the seed for every random iteration so that we can reproduce the results.

set.seed(1)  
rfModel <- train(Y~., data=datFilter,   
 method="rf",   
 trControl=control,  
 importance=TRUE,  
 do.trace=FALSE  
)  
# Organize Feature Importance Data  
fullImportance <- varImp(rfModel, scale=FALSE)  
fullVarImp <- fullImportance$importance  
fullVarImp$varName <- row.names(fullVarImp)  
colnames(fullVarImp) <- c("Imp","Imp2","varName")  
fullVarImp <- fullVarImp[order(fullVarImp$Imp, decreasing=T),]

From training a Random Forest model, we get importance levels for each variables that help the classification model. The distribution of importance level is shown by the histogram, and the top variables have an importance higher than 1.

hist(fullVarImp$Imp)
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Our goal is to select the fewest amount of variables, so that we can test more type of models and keep the performance. The number of features selected by importance is shown through the graph.

lvl <- seq(1,2,0.05)  
noFeatvsImp <- data.frame(Imp=lvl,   
 noFeat=sapply(lvl, function(x) sum(fullVarImp$Imp>x))  
 )  
ggplot(data=noFeatvsImp, aes(x=Imp,y=noFeat)) +   
 geom\_line(colour="darkmagenta", size=3) +  
 ggtitle("No.Features by Importance Threshold") +  
 labs(x="Importance",y="Number of Features") +   
 theme(plot.title = element\_text(color="#666666", face="bold", size=25, hjust=0)) +  
 theme(axis.title = element\_text(color="#666666", face="bold", size=22))
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For a test run, we will select variables with importance higher than 1.1.

# 3. Compare Models

We will be testing the performance of 9 models with the selected features with an importance greater than 1.1.

featSelect <- function(thres){  
 return(fullVarImp[fullVarImp$Imp>thres,"varName"])  
 }  
featSet <- featSelect(1.1)  
# Independent Variables for Model  
X <- dataFilter[,featSet]  
train <- 1:nrow(X)  
# Dependent Variables for Model  
Y <- dataFilter$Y  
levels(Y)[1] <- make.names(levels(Y))[1]  
levels(Y)[2] <- make.names(levels(Y))[2]

The models will go through 10-fold cross-validation, and the performance of the models are evaluated through the ROC value. When considering the real life impact of disease detection, we don't want to miss anyone from detection especially when the disease is severe. Sensitivity measures the proportion of positives that are correctly identified, and specificity measures the proportion of negatives that are correctly identified. Metric that evaluates this performance is ROC, receiver operating characteristic. Our goal is to find a model with a ROC higher than 0.9.

folds=10  
repeats=1  
# ROC will be the metric to evaluate the model "summaryFunction=twoClassSummary"  
myControl <- trainControl(method='cv', number=folds, repeats=repeats,   
 returnResamp='none', classProbs=TRUE,  
 returnData=FALSE, savePredictions=TRUE,   
 verboseIter=TRUE, allowParallel=TRUE,  
 summaryFunction=twoClassSummary,  
 index=createMultiFolds(try$Y, k=folds, times=repeats))  
PP <- c('center', 'scale')

The 9 models that we will compare are listed below with the code.

set.seed(1)  
# Stochastic Gradient Boosting  
mdlGBM <- train(X[train,], Y[train],   
 method='gbm',   
 trControl=myControl,   
 tuneLength=10,   
 preProcess=PP)  
# Boosted Tree  
mdlBLACKBOOST <- train(X[train,], Y[train],   
 method='blackboost',   
 trControl=myControl,   
 tuneLength=10,   
 preProcess=PP)  
# Random Forest  
mdlPARRF <- train(X[train,], Y[train],   
 method='parRF',   
 trControl=myControl,   
 tuneLength=10,   
 preProcess=PP)  
# Multi-Layer Perceptron  
mdlMLP <- train(X[train,], Y[train],   
 method='mlpWeightDecay',   
 trControl=myControl,   
 trace=FALSE,  
 tuneLength=3,  
 preProcess=PP)  
# k-Nearest Neighbors  
mdlKNN <- train(X[train,], Y[train],   
 method='knn',   
 trControl=myControl,  
 tuneLength=10,  
 preProcess=PP)  
# Multivariate Adaptive Regression Spline  
mdlEARTH <- train(X[train,], Y[train],   
 method='earth',   
 trControl=myControl,   
 tuneLength=10,  
 preProcess=PP)  
# Generalized Linear Model  
mdlGLM <- train(X[train,], Y[train],   
 method='glm',   
 trControl=myControl,   
 preProcess=PP)  
# Support Vector Machines with Radial Basis Function Kernel  
mdlSVM <- train(X[train,], Y[train],   
 method='svmRadial',   
 trControl=myControl,   
 tuneLength=10,  
 preProcess=PP)  
# Lasso and Elastic-Net Regularized Generalized Linear Models  
mdlGLMNET <- train(X[train,], Y[train],   
 method='glmnet',   
 trControl=myControl,   
 tuneLength=10,  
 preProcess=PP)

Let's organize the results from each model and compare the performance.

models <- c("Stochastic Gradient Boosintg", "Boosted Tree", "Random Forest",   
 "Multi-Layer Perceptron", "k-Nearest Neighbots", "EARTH",   
 "Generalized Linear Model", "SVM Radial", "GLM Net")  
modelList <- list(mdlGBM, mdlBLACKBOOST, mdlPARRF,  
 mdlMLP, mdlKNN, mdlEARTH,  
 mdlGLM, mdlSVM, mdlGLMNET)  
modelResult <- data.frame()  
for(i in 1:length(models)){  
 resultDF <- modelList[[i]]$result[,c("ROC","Sens","Spec")]  
 resultDF$Model <- models[i]  
 modelResult <- rbind(modelResult,resultDF)  
}  
  
# Order models with highest mean ROC value  
modelResultDT <- data.table(modelResult)  
meanROC <- as.data.frame(modelResultDT[,list(Mean=mean(ROC),Max=max(ROC)),by=Model])  
meanROC <- meanROC[order(meanROC$Mean),]  
modelResult$Model <- factor(modelResult$Model,  
 levels = meanROC$Model,ordered = TRUE)

The horizontal boxplot showing the ROC distribution for each model shows Random Forest as the best performing model for this model. However, we are not quite at the level we desire. ROC value has not reached 0.9. Through optimization of feature selection and parameter adjustment, we will enhance the performance.

ggplot(modelResult, aes(x=Model, y=ROC)) + geom\_boxplot(fill="orange") +  
 coord\_flip() +  
 ggtitle("Compare Models with ROC") +  
 labs(x="Models",y="ROC") +   
 theme(plot.title = element\_text(color="#666666", face="bold", size=25, hjust=0)) +  
 theme(axis.title = element\_text(color="#666666", face="bold", size=22)) +  
 theme(axis.text = element\_text(color="#666666", face="bold", size=13))
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# 4. Optimization

Let's see if increasing or decreasing the variables selected will enhance the performance of the model. We will go through a range of importance level and see how the performance of the model changes.

# Adjust features selected and evaluste with Random Forest  
testPerformance <- function(thres){  
 # Prepare data.frame for model  
 featSet <- featSelect(thres)  
 X <- dataFilter[,featSet]  
 # Run model  
 model <- train(X[train,], Y[train],   
 method='parRF',   
 trControl=myControl,   
 tuneLength=10,   
 preProcess=PP)  
 # Return result  
 return(model$result)  
}  
thresLvl <- seq(1,1.5,0.05)  
set.seed(1)  
testRange <- lapply(thresLvl, function(x) testPerformance(x))  
testResult <- data.frame()  
for(i in 1:length(thresLvl)){  
 df <- testRange[[i]]  
 df$Thres <- paste("Thres",thresLvl[i])  
 testResult <- rbind(testResult,df)  
}

ggplot(testResult, aes(x=Thres, y=ROC)) + geom\_boxplot(fill="orange") +  
 coord\_flip() +  
 ggtitle("Optimal Feature Selection") +  
 labs(x="Threshold",y="ROC") +   
 theme(plot.title = element\_text(color="#666666", face="bold", size=25, hjust=0)) +  
 theme(axis.title = element\_text(color="#666666", face="bold", size=22)) +  
 theme(axis.text = element\_text(color="#666666", face="bold", size=13))

![](data:image/png;base64,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)

The importance level that gives us the best performance is 1.3. 62 variables are selected from the original dataset, but we can further improve the performance by adjusting the model's parameter.

length(featSelect(1.3))

## [1] 62

# What is the best parameter?  
testRange[[7]]

## mtry ROC Sens Spec ROCSD SensSD SpecSD  
## 1 2 0.9098214 0.9583333 0.6000000 0.07668885 0.05892557 0.2554027  
## 2 8 0.8905213 0.9075758 0.5833333 0.09445684 0.07290942 0.2870888  
## 3 15 0.8958424 0.9234848 0.6309524 0.08654355 0.09349916 0.2228591  
## 4 22 0.9012446 0.8984848 0.6309524 0.07260267 0.07817686 0.2515385  
## 5 28 0.8985480 0.9068182 0.6261905 0.06572599 0.08451489 0.2213845  
## 6 35 0.9037067 0.9068182 0.6476190 0.03674168 0.08451489 0.2563873  
## 7 42 0.8970689 0.9075758 0.6285714 0.09345777 0.07290942 0.2729051  
## 8 48 0.9027327 0.9151515 0.5952381 0.06219889 0.08955216 0.2629848  
## 9 55 0.9172980 0.9068182 0.6285714 0.07017463 0.08451489 0.2202864  
## 10 62 0.8880682 0.8977273 0.6571429 0.07580759 0.09879193 0.2492619

From the given parameter options, mtry = 55 shows the highest performance. Let's go deeper to determine the exact value for mtry that gives the best performance.

repeats = 3  
set.seed(1)  
X <- dataFilter[,featSelect(1.3)]  
optModel <- train(X[train,], Y[train],   
 method='parRF',   
 trControl=myControl,   
 tuneGrid=expand.grid(.mtry=48:60),  
 preProcess=PP)

optModel$result

## mtry ROC Sens Spec ROCSD SensSD SpecSD  
## 1 48 0.9002345 0.9325758 0.5785714 0.06750470 0.06599080 0.2769944  
## 2 49 0.8971320 0.8984848 0.6285714 0.05253412 0.10364001 0.2492619  
## 3 50 0.9047258 0.8984848 0.6166667 0.05642427 0.08749189 0.1916137  
## 4 51 0.8818994 0.9060606 0.6095238 0.07309963 0.09623830 0.2502707  
## 5 52 0.9017226 0.9151515 0.5833333 0.06319356 0.08955216 0.2306372  
## 6 53 0.8850469 0.9143939 0.6142857 0.08810999 0.10814746 0.2385710  
## 7 54 0.9002345 0.9159091 0.5952381 0.06320964 0.07860394 0.2383596  
## 8 55 0.8966089 0.9068182 0.6571429 0.07573409 0.08451489 0.2492619  
## 9 56 0.9042749 0.9151515 0.5952381 0.04040431 0.08955216 0.2876916  
## 10 57 0.8992424 0.9159091 0.5976190 0.06723584 0.06808354 0.2616521  
## 11 58 0.8857864 0.8893939 0.5666667 0.07391299 0.10051647 0.2634156  
## 12 59 0.8986742 0.9151515 0.6285714 0.06111200 0.08955216 0.2492619  
## 13 60 0.8936688 0.8977273 0.5952381 0.08176576 0.11334137 0.2542161

We can see mtry 50 or 56 performs the best. The difference between those two parameters do not seem to be significant. We will decide on mtry value 56 for our final model.

set.seed(1)  
finalModel <- train(X[train,], Y[train],   
 method='parRF',   
 trControl=myControl,   
 tuneGrid=expand.grid(.mtry=56),  
 preProcess=PP)

The final model will predict the disease status from the test dataset. The results from the prediction can be found at <https://github.com/kangeugine/gene_expression/blob/master/testPrediction.txt>