Homework #6

Implement Gauss-Newton’s and LM

GIST AI

20231126 황산하

\*코드는 Python으로 작성했고 Report와 함께 Zip으로 압축하여 제출하였습니다.

**1.** **Implement and Result**

본 과제는 최소제곱법을 이용해서 최적화하는 방법인 Gauss-Newton Method (GN)와 Levenberg-Marquardt Method (LM)을 주어진 데이터를 이용하여 구현하고, 주어진 모델에 대하여 최적의 파라미터 a, b, c, d 를 찾는 과제이다. 주어진 모델들은 다음과 같다.

위의 f1와 f2가 주어진 모델인데 x,y,z는 주어진 데이터를 이용하고, 임의의 P, 즉 a,b,c,d,를 찾으면 되는 과제이다. 주어진 데이터 Model1과 Model2에는 data1과 data2라는 데이터가 있는데 이는 해당 모델들의 각각 다른 정답 데이터로써, 알고리즘을 구현하고 data값을 다르게 하여 다른 함수를 적합시킨것처럼 실험해볼 수 있었다. Max iter 는 20으로 각각 고정시키고 각 데이터와 모델에 대해서 적합시켜 보았다. 초기 P는 각각 [1,1,1,1]로 주었고 lambda 값이 들어가는 LM에는 초기 lambda를 0.1로 주었다.

**1) Gauss-Newton Method (GN)**

[표 1 GN 결과표]

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| F1 | Data | rmse | Convergence | Final P [a,b,c,d] |
| Model1 | Data1 | 0.18893 | Yes | [1.036, -1.03, -0.013, 3.01] |
| Data2 | 0.489 | Yes | [1.019, -1.012, 0.009, 3.036] |
| Model2 | Data1 | 0.112895 | Yes | [0.0949, -0.128, 0.0002, 0.561] |
| Data2 | 0.152867 | Yes | [0.091, -0.1428, 0.0062, 0.5681] |
| F2 | Data | rmse | Convergence | Final P [a,b,c,d] |
| Model1 | Data1 | 0.1889 | Yes | [1.036, -1.03, -0.0138, 3.0195] |
| Data2\* | 0.768 | Yes | [-3.3377, 3.443, -0.1648, 5.074] |
| Model2 | Data1 | 0.11289 | Yes | [0.09, -0.1286, 0.0002, 0.56] |
| Data2\* | 0.0.787 | Yes | [-2.679, 1.669, -1.302, -5.7471] |

결과를 보면 알 수 있듯이 전반적으로 다 잘 수렴했다. 표에 (\*) 표시를 해놓은 부분은 수렴하는 과정이 잘 나타나있는 결과에 표시를 해놓은 것이었는데, 왜냐하면 다른 데이터세팅에서는 한번 반복만에 수렴해버려서 알고리즘이 잘 작동하는지 알기 어려웠기 때문이다. 다른 Newton 방법들과 마찬가지로 수렴속도도 굉장히 빠른 강력한 알고리즘으로 보였다.

GN은 뉴턴 방법의 작동과 거의 유사한데, Jaccobian 행렬을 구하고 이를 통해 최적의 방향을 결정하는 과정을 통해 빠른 수렴을 달성할 수 있다. Jaccobian 행렬을 구하는 이유는 다변수이기 때문이고, 원래 미분값을 통해 최적값을 찾아가는 뉴턴과 동일하다고 생각하니 구현하기 쉬웠다.

**2) Levenberg-Marquardt Method (LM)**

[표 2 LM결과표]

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| F1 | Data | rmse | Convergence | Final P [a,b,c,d] |
| Model1 | Data1 | 0.18893 | Yes | [ 1.036, -1.03, -0.0138, 3.02] |
| Data2\* | 0.4890 | Yes | [1.019, -1.012, 0.009, 3.036] |
| Model2 | Data1 | 0.112895 | Yes | [0.095, -0.129, 0.0003, 0.06] |
| Data2 | 0.152867 | Yes | [0.091, -0.1428, 0.006, 0.568] |
| F2 | Data | rmse | Convergence | Final P [a,b,c,d] |
| Model1 | Data1\* | 0.63942 | Yes | [-3.242, 3.446, -0.152, 5.03] |
| Data2\* | 0.76813 | Yes | [-3.338, 3.443, -0.165, 5.075] |
| Model2 | Data1 | 1.1803 | Yes | [0.303, 1.41, 0.762, 3.8] |
| Data2\* | 1.1832 | Yes | [0.3181, 1.442, 0.7565, 3.824] |

LM 방법도 GN 못지않게 매우 빠르고 잘 수렴하는 모습을 보였다. 다만 잘 수렴하다가 몇몇 경우에서 발산 할 때도 있었는데 이는 종료 조건을 잘 설정하면 해결될 문제로 보인다. 잘 수렴하고 종료가 안되는 경우에 발산하는 거라서 종료 조건이 중요해 보였다. 해당 방법은 사실상 GN방법과 앞서 배웠던 gradient 방식을 결합한 방법으로서 안정적으로 해를 찾을 수 있다는 장점이 있는데 지역 해 (local minimum)에서 발산하는 경우가 생기는 건 조금 모순이라고 생각했다.

LM 방법에서는 GN과 Gradient Descent 방식을 결합하기 위해 lambda라는 파라미터를 설정했는데, 이를 찾는 것 역시 성능에 꽤 큰 영향을 미쳤다. 업데이트 이후에 구할 수 있는 P로 구한 새로운 Jaccobian을 이용해서 기존 행렬 행렬식(determinant)보다 크면 lambda에 10을 곱해 gradient 방식처럼 동작하게 하고 , 작으면 업데이트하고 1/10을 곱해 GN방식대로 동작하게끔 설정을 해주었다.

**Appendix A : Code**

코드는 Python으로 구현했으며 제출될 폴더 안에는 method.py, result.py, utils.py가 있다. 이전 과제와 마찬가지로 utils.py에는 알고리즘 구현을 위해 필요한 gradient를 구하는 함수와 Jaccobian, delete\_nan함수가 구현되어있다. delete\_nan 같은 경우는 초기 데이터를 받아올 때 pandas read\_table에서 첫 행이 비어있어서 nan으로 인식되므로 전처리를 하는 코드이다. Method.py안에 각각 GN과 LM 알고리즘이 구현되어 있다. Result.py를 실행 시킴으로써 결과를 받아 볼 수 있는다. 예를 들어 python result.py로 돌릴 수 있고 result.py의 main함수 안에 하이퍼 파라미터를 조정하여 각각의 결과를 받아볼 수 있다. 마지막 파라미터에 숫자 1,2를 선택하게끔 만들었는데 이는 각각 다른 target 값의 변수라고 보면 된다.

**Appendix B : Some Results**

|  |
| --- |
|  |
| [그림 1] GN을 적용한 것 중 잘 수렴하는 것을 보인 하나의 결과 |

|  |
| --- |
|  |
| [그림 2] LM을 적용한 것 중 잘 수렴하는 것을 보인 하나의 결과 |