# 开题报告

**一、课题来源、目的、意义和要求**

现今，随着计算机技术的发展和用户对软件系统性能要求的提高，并发技术得到了广泛的应用。虽然并发程序的使用提高了系统的性能，但也给程序员带来了开发和调试的困难。并发程序的不确定性、错误的不可再现性，使得传统的顺序程序调试方法不再可用。

早期的顺序程序都是一条指令接一条指令地顺序执行。然而在客观世界的问题空间中，存在着逻辑上同时发生的活动。为了描述和处理同时发生的活动，必须使用并发机制。并发程序的设计比顺序程序困难得多，程序员需要处理好各个进程之间的同步和通信关系。这些问题处理得不恰当，会带来并发程序所特有的一些错误（如死锁）。即便是各个进程之间的同步和通信关系都是正确的，排除出现在单个进程中的逻辑错误也是很困难的。同时，并发程序的执行取决于程序中各个独立事件发生的先后顺序，是动态的、不确定的。这种不确定性使得程序中的错误不能够按照程序员安排的环境出现，给程序的动态调试带来很大困难。对于这类问题，传统的顺序程序调试技术显得有些无能为力。在调试和测试程序时，程序员通常采用循环调试的方法，即以相同的输入反复执行程序，借助断点和观测点观察程序的运行状态，从而找出问题的所在。使用循环调试方法的前提是：对于同样的输入，程序的运行结果（输出结果和执行路径）都相同，即程序的运行是确定的。并发程序的执行由于进程的并发性、进程间的通信与同步等原因具有不确定性，即在相同的输入下，程序每次正常执行的结果都可能不同。这种不确定性直接导致了错误的不可再现性：如果程序的某次调试运行出现了一个错误，在程序的后续多次运行中，这个错误可能不再出现，如果这个错误出现的几率很小，那么程序员可能始终无法发现这个错误或查出导致这个错误的原因。

为了能够继续使用循环调试的方法调试并发程序，必须能够使并发程序的执行确定化。我们采用的方法分为两个阶段：第一个阶段是记录阶段，记录并发程序的原始运行并且记录必要的执行信息；第二个阶段是重放阶段，在保证输入给程序的信息与追踪阶段相同的前提下，根据记录阶段记录的信息控制程序的执行，重现原始的执行状态。在能够重现并发程序的某次执行的条件下，循环调试方法将可以用于并发程序的调试，从而降低并发程序测试和调试的难度。

基于以上提出的追踪重放并发程序执行的必要性和可行性，我们研制和开发了基于重放的并发程序调试工具，该工具用于对 Linux 下编写的并发程序的调试。

1. **课题综述/国内外发展状况**

关于并发程序的调试方法，国内外已有研究者做过一些工作。陈振强通过分析并发程序的行为，构造程序流图、检测同步错误和数据竞争。张斌在分析并发程序依赖关系的基础上，提取出任务间的通信关系，建立并图形化显示通信关系模型。以上两者均是通过静态分析程序的方法进行测试和调试，不会引入探针效应，但是该类方法随着程序规模的增大，算法的复杂度较高，而且无法了解程序的执行细节。Baiardi 设计的 Debugger中，编程人员可以通过行为规范描述，预先提供一个 ECSP 程序的期望行为；在执行中，判断运行时的行为是否符合预先提供的行为规范，若不相同，根据不符的类型，执行相应的预定义动作，分析程序执行结果，因此它的主要目标在于程序的验证。Jason 提出的 CBUG，它在源代码中植入调试钩子，然后将源代码和调试器编译，一边执行一边调试，然而由于程序执行的不确定性，单次执行时错误是随机的，所以这种一步式的调试方法效果不是很好。

在并发程序的依赖性分析上，徐勇在毕业论文中简单讨论了Ada并发程序的依赖关系,但没有考虑由同步引起的依赖关系及可静态检测的死锁问题;试图用图的可达性来分析并发程序中语句的依赖关系,但其所构造的并发程序间的依赖关系是不可传递的,使得结果不够精确;Krinke[9]通过附加的判断条件,构造了比较精确的、不包含同步的并发程序的依赖图,由于同步会引起程序执行顺序的变化,而并发程序中同步是广泛存在的,该算法无法广泛应用;Nanda[10]将Krinke方法推广到包含同步的并发程序中,这两种方法本质上采用了类似Petri网可达性分析的方法,最坏情况下时间复杂度是指数级。

1. **总体方案设计**

之前其他人实现的基于重放的并发程序调试，都是在进程的级别上，涉及到了进程间的通信。而这次我要实现的是基于线程的多线程环境下的时序分析。

此系统预期设计出这样一个程序：它可以读取一个文件，获得某个程序的全局变量的相关信息，如：该全局变量在该程序的第几行，做了读或者写的操作。通过这个文件的信息，就可以对该程序的源代码进行插装。将对变量的读或者写，改为一个模块的入口。该模块的主要作用就是记录当前是哪个进程，对哪个变量做了什么样的操作，并将这些信息输出成文档。之后，通过这个文档，就可以设计一个重放器，根据文档的信息，再一次按之前的执行路径执行，这样就可以让程序员通过这些执行信息来调试程序。

该系统预计有三个模块：

* 1. 模块一：读取记录变量信息的文件，并对源代码进行插装和替换，将对变量的操作改为模块二的入口。
  2. 模块二：记录以下信息：

1. 哪一个线程进入到该模块；
2. 对哪个变量进行了操作；
3. 对变量进行了什么操作；
4. 将记录生成文档，输出；
   1. 模块三：根据模块二的文档，重放线程的执行。

其中模块二的设计要注意以下几点：

1、模块的功能要足够简单，执行时间要短，避免产生“探针效应”；

2、在对变量操作改为模块入口的操作中，要注意对模块入口的前后上锁，避免在模块中执行的时候发生抢占，影响最终结果；

1. **设计环境**

软件环境

操作系统：Ubuntu

硬件环境

处理器：i5-2410m 2.3GHz

内存：4GB

硬盘：500GGB

1. **进度计划**

1、2014.1.1~2014.1.13 开始收集资料，了解课题背景，完成论文翻译和开题报告。

2、2014.1.13~2014.3.13 着手开始完成系统的需求分析和概要设计。3、2014.3.13~2014.5.15 开始进行系统的程序设计，并且完成测试工作。

4、2014.5.15~2014.5.25 撰写论文

5、2014.5.25~2014.5.30 整理毕业设计所有资料，完成论文。
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