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深度学习模型研究及应用

文献综述

* 1. 深度学习模型算法发展历史

深度学习(Deep Learning)是一种对输入数据进行表示学习或者进行非线性变换的技术，它是不少于2个隐含层的神经网络。因其特殊的层级连接方式可以实现渐进抽象的非线性处理，所以在处理从原始输入数据到期望输出结果的复杂非线性变换上特别出色，并由此实现对原始数据进行表示学习或者非线性建模学习。深度学习特别强调“端到端(end-to-end)”的学习方式，也就是直接从原始输入数据到输出结果的学习过程，这一点相比于传统的机器学习算法需要花费大量的人力资源在特征处理上节省了大量的时间，让研究人员可以把更多时间专注于模型上，因此深度学习(Deep Learning)通常也称之为表示学习。

深度学习(Deep Learning)本质上是包含了多个隐含层的人工神经网络，而人工神经网络的研究历史并非一帆风顺，具体可追溯到上世纪40年代。Pitts和McCulloch在1943年提出了首个神经元数学模型[1]，Hebb在1949年提出神经元的学习准则[2]，Rosenblatt于1957年提出了感知机(perceptron)模型[3]，自此开启了人工神经网络的第一波热潮。但是因为人工智能领域的知名学者Minsky等指出感知机模型是线性模型，它无法解决异或问题，导致人工神经网络的研究第一次进入了低谷时期。带动人工神经网络第二次研究热潮的是1986年Williams、Rumelhart和Hinton在自然杂志《Nature》发表的著名误差逆传播算法(back propagation,BP)算法[4]，用于训练含有多隐含层的人工神经网络，BP算法使得求解具有非线性学习能力的多层感知机模型变为可能的事情。事实上在我们的认知里，BP算法作为人工神经网络训练的标准算法，一直是沿用到今天。Hornik、Stinchcombe和White在1989年在理论上证明了，神经网络可以逼近任意复杂的连续函数[5]，这一证明进一步的刺激了非线性感知机的研究发展。那么模型有了，训练问题看似也被BP算法解决了，可是不要忽视了其他方面的局限，由于多层神经网络大量的参数需要优化，这决定了训练数据的规模越大越好，但遗憾的是当时的数据规模都还很小，难以支撑多层神经网络的学习，这就导致了多层神经网络在许多领域的表现还没有浅层模型表现的好，研究的热潮仅仅持续了几年便又褪去。
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