### Thinking1 什么是AutoEncoder？能简要说明AutoEncoder的原理（10points）？

AutoEncoder是无监督学习，即学习过程不需要使用样本label，本质上是将样本的输入同时作为神经网络的输入和输出，通过最小化重构误差希望学习到样本的抽象特征表示。搭建一个AutoEncoder需要完成三个工作：搭建编码器，搭建解码器，设定一个损失函数，用以衡量由于压缩而损失掉的信息。通过AutoEncoder可以对高维数据进行高效的特征提取和表示。为什么要做自编码转换呢？转换后会具有一些优良特性，比如节省空间，方便相似度计算等；

### **Thinking2 Greedy Search与Beam Search的区别是什么？能简要说明Greedy Search和Beam Search的区别（10points）？**

Greedy Search只保留一个最优结果，Beam Search中的B代表束宽，集束搜索一次考虑B个可能结果，即Greedy Search是B=1的Beam Search。

### **Thinking3我们为什么要用Attention机制，目的是什么？能简要说明Attention机制（10points）**

为什么：Encoder和Decoder之间唯一的联系就是一个固定长度的语义向量C,即Encoder要将整个序列的信息压缩到一个固定长度的向量中，在语句较长的情况下，语义向量无法完整的表达整个序列，而且之前输入的内容信息会被后输入的信息给稀释掉，序列越长这个问题越严重，所以引入Attention机制，Attention机制跟人类翻译文章时候的思路有些类似，即将注意力关注于我们翻译部分对应的上下文。在Decoder中，使用attention模型中Encoder将所有输入信息编码进多个向量中。

机制：

利用RNN结构得到Encoder中的hidden state![](data:image/x-wmf;base64,183GmgAAAAAAABgJVwLsCQAAAACyVQEACQAAA80BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdW01Cvg4hWMAwOYYAICTAHWAAQR18DFmcgQAAAAtAQAACAAAADIKfgEzAAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB1IDMKzHiFYwDA5hgAgJMAdYABBHXwMWZyBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BnwcBAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR18DFmcgQAAAAtAQAABAAAAPABAQAIAAAAMgrgAc4GAQAAAFR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHjnGACAkwB1gAEEdfAxZnIEAAAALQEBAAQAAADwAQAACAAAADIKgAEpBgEAAABoeQgAAAAyCoABWQIBAAAAaHkIAAAAMgqAAasAAQAAAGh5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHjnGACAkwB1gAEEdfAxZnIEAAAALQEAAAQAAADwAQEACAAAADIKgAGZBQEAAAAseQgAAAAyCoABoQMBAAAALHkIAAAAMgqAAckBAQAAACx5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHjnGACAkwB1gAEEdfAxZnIEAAAALQEBAAQAAADwAQAACAAAADIK4AEMAwEAAAAyeQgAAAAyCuABRQEBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQA1Cvs4hWMAeOcYAICTAHWAAQR18DFmcgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAQcEAQAAAEt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AcvAxZnIAAAoAOACKAQAAAAABAAAAZOkYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，

假设当前Decoder的hidden state 是 ![](data:image/x-wmf;base64,183GmgAAAAAAAHsCewLsCQAAAAD9XgEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR1khhm1gQAAAAtAQAACAAAADIK4AGaAQEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1kRgKwHiEZgB45xgAgJMAdYABBHWSGGbWBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABKwEBAAAALXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR1khhm1gQAAAAtAQAABAAAAPABAQAIAAAAMgrgAdQAAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHjnGACAkwB1gAEEdZIYZtYEAAAALQEBAAQAAADwAQAACAAAADIKgAFAAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANaSGGbWAAAKADgAigEAAAAAAAAAAGTpGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，计算每一个输入位置j与当前输出位置的关联性![](data:image/x-wmf;base64,183GmgAAAAAAAMgJngLsCQAAAACrVQEACQAAAx0CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCAAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKm/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAdVwNCrWwdG8AwOYYAICTAHWAAQR15y1mlQQAAAAtAQAACAAAADIKegELBAEAAAAoeRwAAAD7Aqb94wAAAAAAkAEAAAACBAIAEFN5bWJvbAB1OyIKLPB0bwDA5hgAgJMAdYABBHXnLWaVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCnoBRAgBAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR15y1mlQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAcMHAQAAAGp5CAAAADIK4AENBQEAAAB0eQgAAAAyCuAB1AACAAAAdGocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR15y1mlQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAecGAQAAAGhqCAAAADIKgAF5BAEAAABzaggAAAAyCoABNAABAAAAZWocAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR15y1mlQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAVcGAQAAACxqHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHjnGACAkwB1gAEEdectZpUEAAAALQEBAAQAAADwAQAACAAAADIK4AHTBQEAAAAxahwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1XA0KuLB0bwB45xgAgJMAdYABBHXnLWaVBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABZAUBAAAALWocAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdTsiCi/wdG8AeOcYAICTAHWAAQR15y1mlQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAdwBAQAAAD1qHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHVcDQq5sHRvAHjnGACAkwB1gAEEdectZpUEAAAALQEAAAQAAADwAQEACAAAADIKgAHqAgEAAABhagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJXnLWaVAAAKADgAigEAAAAAAQAAAGTpGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，这里 ![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdbM1ChKYhWsAeOcYAICTAHWAAQR1mjRmXQQAAAAtAQAACAAAADIKAAEcAAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACaNGZdAAAKADgAigEAAAAA/////2TpGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) 表示相关性计算，比如采用点积或是余弦，写成向量形式得到![](data:image/x-wmf;base64,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)，对于 ![](data:image/x-wmf;base64,183GmgAAAAAAAIQBewLsCQAAAAACXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR1YDRm9gQAAAAtAQAACAAAADIK4AHUAAEAAAB0eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgB45xgAgJMAdYABBHVgNGb2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAZXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQAmCjnYsmYAeOcYAICTAHWAAQR1YDRm9gQAAAAtAQAABAAAAPABAQAIAAAAMgqQAFAAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A9mA0ZvYAAAoAOACKAQAAAAABAAAAZOkYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) 进行softmax，得到概率分布，利用 ![](data:image/x-wmf;base64,183GmgAAAAAAADQCngLsCQAAAABXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR1pgxmngQAAAAtAQAACAAAADIK4AEmAQIAAAB0ahwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1tDUKmXDgYQB45xgAgJMAdYABBHWmDGaeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYWoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCepgxmngAACgA4AIoBAAAAAAAAAABk6RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) 进行加权得到context vector![](data:image/x-wmf;base64,183GmgAAAAAAAMgJTgPsCQAAAAB7VAEACQAAA/kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAPgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+gCAAAuwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR1DDZm5gQAAAAtAQAACAAAADIKQAJWCAEAAABqeQgAAAAyCvAAYgQBAAAAVHkIAAAAMgqBApkEAQAAAGp5CAAAADIKQALeBgIAAAB0aggAAAAyCkAC2gABAAAAdGocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR1DDZm5gQAAAAtAQEABAAAAPABAAAIAAAAMgrgAXoHAQAAAGhqCAAAADIK4AE0AAEAAABjahwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1lzUKbjCGZwB45xgAgJMAdYABBHUMNmbmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjkCzwIBAAAA5WocAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdYkeCuZwhmcAeOcYAICTAHWAAQR1DDZm5gQAAAAtAQEABAAAAPABAAAIAAAAMgqBAu0EAQAAAD1qHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWXNQpvMIZnAHjnGACAkwB1gAEEdQw2ZuYEAAAALQEAAAQAAADwAQEACAAAADIK4AGmAQEAAAA9ahwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgB45xgAgJMAdYABBHUMNmbmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoECXAUBAAAAMWocAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdZc1CnAwhmcAeOcYAICTAHWAAQR1DDZm5gQAAAAtAQAABAAAAPABAQAIAAAAMgrgAdQFAQAAAGFqHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEAHgrocIZnAHjnGACAkwB1gAEEdQw2ZuYEAAAALQEBAAQAAADwAQAACAAAADIK8ABTAAEAAAByagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOYMNmbmAAAKADgAigEAAAAAAAAAAGTpGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，所以下一时刻的隐藏层状态![](data:image/x-wmf;base64,183GmgAAAAAAAGcMewLsCQAAAADhUAEACQAAAyECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJACxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdV4fCveYo2wAwOYYAICTAHWAAQR11Cpm7QQAAAAtAQAACAAAADIKfgHZAwEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB1HDYK27ijbADA5hgAgJMAdYABBHXUKmbtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BkwoBAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR11Cpm7QQAAAAtAQAABAAAAPABAQAIAAAAMgrgAQ8KAQAAAHR5CAAAADIK4AGVBwEAAAB0eQgAAAAyCuAB6wQBAAAAdHkIAAAAMgrgAdQAAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAHjnGACAkwB1gAEEddQqZu0EAAAALQEBAAQAAADwAQAACAAAADIKgAFpCQEAAABjeQgAAAAyCoAB6QYBAAAAeXkIAAAAMgqAAVcEAQAAAHN5CAAAADIKgAEUAwEAAABmeQgAAAAyCoABQAABAAAAc3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AeOcYAICTAHWAAQR11Cpm7QQAAAAtAQAABAAAAPABAQAIAAAAMgqAAd8IAQAAACx5CAAAADIKgAE1BgEAAAAseRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgB45xgAgJMAdYABBHXUKmbtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABWwgBAAAAMXkIAAAAMgrgAbEFAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVeHwr6mKNsAHjnGACAkwB1gAEEddQqZu0EAAAALQEAAAQAAADwAQEACAAAADIK4AHsBwEAAAAteQgAAAAyCuABQgUBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdRw2Ct64o2wAeOcYAICTAHWAAQR11Cpm7QQAAAAtAQEABAAAAPABAAAIAAAAMgqAAaABAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A7dQqZu0AAAoAOACKAQAAAAAAAAAAZOkYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。

**Thinking4 什么是Self-Attention和 Multi-head Attention？能简要说明两者之间的区别（10points）？**

Self-Attention自注意力，用来捕获时序类的特征，传统的Attention是基于source端和target端的隐变量（hidden state）计算Attention的，得到的结果是源端的每个词与目标端每个词之间的依赖关系。但Self Attention不同，它分别在source端和target端进行，仅与source input或者target input自身相关的Self Attention，捕捉source端或target端自身的词与词之间的依赖关系；然后再把source端的得到的self Attention加入到target端得到的Attention中，捕捉source端和target端词与词之间的依赖关系。因此，self Attention比传统的Attention mechanism效果要好，主要原因之一是，传统的Attention机制忽略了源端或目标端句子中词与词之间的依赖关系，相对比，self Attention可以不仅可以得到源端与目标端词与词之间的依赖关系，同时还可以有效获取源端或目标端自身词与词之间的依赖关系。

Multi-head Attention多头注意力机制方法，Query，Key，Value首先进过一个线性变换，然后输入到放缩点积attention，这里要做h次，其实也就是所谓的多头，每一次算一个头。而且每次Q，K，V进行线性变换的参数W是不一样的。然后将h次的放缩点积attention结果进行拼接，再进行一次线性变换得到的值作为多头attention的结果。多头attention的不同之处在于进行了h次计算而不仅仅算一次，这样的好处是可以允许模型在不同的表示子空间里学习到相关的信息，从而使训练速度快（高效并行化），质量高（刷新了各大翻译任务，创造了多项新记录）。