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Diffusion Pipeline: End-to-end pipeline that includes
multiple diffusion models, possible text encoders, CLIP

Example: GLIDE,CompVis/Latent-Diffusion, Imagen, DALL-E




