
- Models: Single neural network that models p_θ
(x_t-1|x_t) and is trained to “denoise” to image

Example: UNet, Conditioned UNet, 3D UNet, Transformer UNet 

- Samplers: Method to train and sample from Model. 
Defines alpha/beta schedule, timesteps, …

Example: Vanilla DDPM, DDIM, PMLS, DEIN

- Diffusion Pipeline: End-to-end pipeline that includes 
multiple diffusion models, possible text encoders, CLIP

Example: GLIDE,CompVis/Latent-Diffusion, Imagen, DALL-E


