# LintCode详解

## 链表

### 删除链表中的元素

题目大意：删除链表中等于给定值val的所有节点。

解题思路：声明dummy作为单链表的头节点，只需要一个指针head指向待删除节点的前节点，从dummy开始，判断指针后节点的数值是否等于val，循环终止的条件为head.next != null。

**注意：**

1. 声明dummy节点：以便对“1🡪null”的处理。
2. 一个指针：删除节点必须记录删除前的位置，可以不用记录待删除节点的位置；若指针记录删除节点的位置，则尾节点无法删除。
3. 循环终止的条件。

代码：170927\_452\_removeElements.java

### 删除链表中的元素

题目大意：2🡪1🡪5🡪null和5🡪9🡪2🡪null，输出和7🡪0🡪8🡪null。

解题思路：循环中用sum记录上一次进位的情况，如果list1不为空，加上值，**接着**，如果list2不为空，加上值，一次循环完，修改sum的值为其十位数。

**注意：**

1. 情况分析，易忽略进位的情况“空，空，进位”。
2. 顺序if，见Java记录一。

### 合并两个排序链表

题目大意：将两个排序链表合并为一个新的排序链表。1🡪3🡪8🡪11🡪15🡪null和2🡪null合并为1🡪2🡪3🡪8🡪11🡪15🡪null。

解题思路：“合并”想到“**递归**”。

*Ps:对于连续的相同的操作，除了迭代循环，可以考虑是否有递归的方式。*

**注意：**递归时指针移动的处理。

## 哈希表

哈希（Hash）是一种数据编码方式，将大尺寸的数据（如一句话，一张图片，一段音乐、一个视频等）浓缩到一个数字中，从而方便地实现数据匹配·查找的功能。

哈希算法并不是一个特定的算法而是一类算法的统称。哈希算法也叫散列算法，一般来说满足这样的关系：f(data)=key，输入任意长度的data数据，经过哈希算法处理后输出一个定长的数据key。同时这个过程是**不可逆**的，无法由key逆推出data。

Eg: 比如这里有一万首歌，要求按照某种方式保存好。到时候给你一首新的歌（命名为X），要求你确认新的这首歌是否在那一万首歌之内。无疑，将一万首歌一个一个比对非常慢。但如果存在一种方式，能将一万首歌的每一首的数据浓缩到一个数字（称为哈希码）中，于是得到一万个数字，那么用同样的算法计算新的歌X的编码，看看歌X的编码是否在之前那一万个数字中，就能知道歌X是否在那一万首歌中。将一首歌的5M字节数据浓缩到一个数字中的算法就是哈希算法。那一万首歌按照各自的编码数字从小到大排序后得到的一个表就是哈希表。显然，由于信息量的丢失，有可能多首歌的哈希码是同一个。好的哈希算法会尽量减少这种冲突，让不同的歌有不同的哈希码。最差的哈希算法自然就是所有的歌用那个算法算出来的都是同一个哈希码。

## 栈

|  |  |
| --- | --- |
| 1  2  3  4  5 | Stack**<**Character**>** symbol **=** **new** Stack**<**Character**>();**  sta**.**peek**();** //查看栈顶而不移除  sta**.**push**();** //压栈  sta**.**pop**();** //出栈  sta**.**empty**();** //是否为空 |

## 数组

### 二分查找\*\*

题目包括：返回位置、第一个的位置、最后一个的位置，递归、非递归。

解题思路：共设置三个指针，分别记录start、middle、end。

1. 非递归：最外层循环设置判断(start + 1 < end)，即区间的长度小于2。

返回不同位置的区别在于：以第一个位置为例，在找到int[]中的值 >= target时，需要将其middle作为end继续循环，直到区间长度限制。返回最后位置时，在int[] <= target时，将middle作为start继续循环。普通位置，找到 == 就可以直接输出。

1. 递归：最外层判定(start <= end)，内部判断(target ? nums[mid])，大于则右边递归，直接将end设置为mid进行return；小于则左边递归。

*详见Git中Practice项目中的BinarySearch()：*

*https://github.com/twostarxx/Practice/blob/master/src/practice/BinarySearch.java*

## 矩阵

### 矩阵的之字型遍历（二分查找）

题目大意：[[1, 2, 3, 4], [5, 6, 7, 8], [9, 10, 11, 12]]，返回 [1, 2, 5, 9, 6, 3, 4, 7, 10, 11, 8, 12]。

解题思路：判断遍历的顺序，进而列举并分类转折的情况。以上题为例进行讲解。

顺序：斜上 🡪 向右 🡪 斜下 🡪 向下 🡪 斜上 🡪 向右 🡪 斜下 🡪 向右 🡪 斜上 🡪 向下

合并后分类：斜上 🡪 向右 or 向下；斜下 🡪 向下 or 向右。（此处的向右或向下有先后顺序影响）

斜上用while，然后向右or向下用if；斜下用while，然后向下or向右用if，最外层用while循环完所有的点。

代码题号：185

### 搜索二维矩阵

题目大意：用O(logn)搜索m\*n矩阵中的值。这个矩阵具有一下特性：每行中的整数从左到右是排序的；每行 第一个数大于上一行的最后一个整数。

解题思路：看到搜索，最先想到用二分法。此题可简单用二分法搜索，将二维看成一维，将index计算成行纵坐标即可。第二种方法：先二分搜索所在行，再二分搜索所在列。

代码题号：28

### 判断数独是否合法

题目大意：

解题思路

知识点：Set类的用法。

代码题号：389

## 二叉树

1. 二叉树的遍历
2. 二叉搜索树

定义：或者是一棵空树，或者是具有一下性质的二叉树：若它的左子树不空，则左子树上的所有节点的值均小于它的根节点的值；若它的右子树不空，则右子树上的节点的值均大于它的根节点的值；它的左右子树也分别为二叉搜索树。

1. 判断是否为子树

解题思路：对T1的左右子树进行递归，判断其左右子树是否与T2相同。

代码题号：245

1. **递归函数的框架**

part1：端节点的处理。

if (root == null)

if (root.left == null)

if (root.right == null)

part：每层的处理，或者左右子树的处理

每层：return fun(root.left) > fun(root.right ? fun(root.left) : fun(root.right)) + 1;

左右的处理：

if (root.left != null) fun(root.left);

注：当root.left == null时，仍然可以将null 传参入新的递归。在part1的端节点可以直接处理。

## 字符串

常用转换：

1. int 🡪 String: String.valueOf(num)
2. char 🡪 int（获取数值）: int n = ‘1’ – ‘0’ // 必须要减去0才是获取数值

## 动态规划（CSDN博客总结）

1. 最优动态规划

eg: 110.最小路径和，109.数字三角形

解题思路：逆推，全局最优则局部最优。

1. 遍历动态规划

eg: 114.不同的路径

解题思路：顺推，局部遍历进而全局遍历。

# Java知识点补充（LintCode）

## if、if…else if、if…if

if…else if：多重if，在条件1不满足的情况下，才会进行条件2的判断。

if…if：多个判断，顺序执行。

## 对象声明

p.next = new ListNode(sum % 10);

## int转String，再每位平方

|  |  |
| --- | --- |
| 1  2  3  4  5 | int n **=** 324**;**  String cn **=** n **+** ""**;** //int转String的常用方法  **for** **(**int i**=**0**;** i **<** cn**.**length**();** i**++){**  m **+=** **(**Integer**.**parseInt**(**cn**.**substring**(**i**,**i**+**1**)))\*(**Integer**.**parseInt**(**cn**.**substring**(**i**,**i**+**1**)));** //Java中^2表示亦或，而不是平方  **}** |

次方：

import java.lang.Math;

Math.pow(double a,double b) 返回第一个参数的第二个参数次幂的值。

## String和char[]的长度

String .length**()**;

char[] .length;