#Name: Hui Lyu

# Main topic: Using the "apply" family function

#Q1 (5 pts)

# Given a function below,

myfunc <- function(z) return(c(z,z^2, z^3%/%2))

#(1) Examine the following code, and briefly explain what it is doing.

y = 2:8

myfunc(y)

matrix(myfunc(y),ncol=3)

### Your explanation

# First generate a vector named y of seven consecutive integers from 2 to 8

# Then pass the value of y to the established function myfunc to compute corresponding return values

# Finally reformat the values into a matrix of 3 columns

# The first column represents the value of y, the second column represents y^2, the third column represents y^3%/%2.

# Each row of the matrix contains three return values based on myfunc of each element in y.

> y = 2:8

> myfunc(y)

[1] 2 3 4 5 6 7 8 4 9 16 25 36 49 64 4 13 32 62 108 171 256

> matrix(myfunc(y),ncol=3)

[,1] [,2] [,3]

[1,] 2 4 4

[2,] 3 9 13

[3,] 4 16 32

[4,] 5 25 62

[5,] 6 36 108

[6,] 7 49 171

[7,] 8 64 256

#(2) Simplify the code in (1) using one of the "apply" functions and save the result as m.

###code & result

m = t(sapply(2:8, myfunc))

> m = t(sapply(2:8, myfunc))

> m

[,1] [,2] [,3]

[1,] 2 4 4

[2,] 3 9 13

[3,] 4 16 32

[4,] 5 25 62

[5,] 6 36 108

[6,] 7 49 171

[7,] 8 64 256

#(3) Find the row product of m.

###code & result

apply(m,1,prod)

> apply(m,1,prod)

[1] 32 351 2048 7750 23328 58653 131072

#(4) Find the column sum of m in two ways.

###code & result

apply(m,2,sum)

colSums(m)

> apply(m,2,sum)

[1] 35 203 646

> colSums(m)

[1] 35 203 646

#(5) Could you divide all the values by 2 in two ways?

### code & result

m/2

apply(m, 1:2, function(x) x/2)

> m/2

[,1] [,2] [,3]

[1,] 1.0 2.0 2.0

[2,] 1.5 4.5 6.5

[3,] 2.0 8.0 16.0

[4,] 2.5 12.5 31.0

[5,] 3.0 18.0 54.0

[6,] 3.5 24.5 85.5

[7,] 4.0 32.0 128.0

> apply(m, 1:2, function(x) x/2)

[,1] [,2] [,3]

[1,] 1.0 2.0 2.0

[2,] 1.5 4.5 6.5

[3,] 2.0 8.0 16.0

[4,] 2.5 12.5 31.0

[5,] 3.0 18.0 54.0

[6,] 3.5 24.5 85.5

[7,] 4.0 32.0 128.0

#Q2 (8 pts)

#Create a list with 2 elements as follows:

l <- list(a = 1:10, b = 11:20)

#(1) What is the product of the values in each element?

lapply(l,prod)

> lapply(l,prod)

$a

[1] 3628800

$b

[1] 670442572800

#(2) What is the (sample) variance of the values in each element?

lapply(l,var)

> lapply(l,var)

$a

[1] 9.166667

$b

[1] 9.166667

#(3) What type of object is returned if you use lapply? sapply? Show your R code that finds these answers.

> class(lapply(l,var))

[1] "list"

> class(sapply(1,var))

[1] "numeric"

# lapply returns a list, while sapply returns a vector whose type is numeric for this variable

# Now create the following list:

l.2 <- list(c = c(21:30), d = c(31:40))

#(4) What is the sum of the corresponding elements of l and l.2, using one function call?

mapply(sum, l$a, l$b, l.2$c, l.2$d)

> mapply(sum, l$a, l$b, l.2$c, l.2$d)

[1] 64 68 72 76 80 84 88 92 96 100

#(5) Take the log of each element in the list l:

sapply(l, log)

> sapply(l, log)

a b

[1,] 0.0000000 2.397895

[2,] 0.6931472 2.484907

[3,] 1.0986123 2.564949

[4,] 1.3862944 2.639057

[5,] 1.6094379 2.708050

[6,] 1.7917595 2.772589

[7,] 1.9459101 2.833213

[8,] 2.0794415 2.890372

[9,] 2.1972246 2.944439

[10,] 2.3025851 2.995732

#(6) First change l and l.2 into matrixes, make each element in the list as column,

### your code here

l = matrix(unlist(l), ncol = 2)

l.2 = matrix(unlist(l.2), ncol = 2)

> l = matrix(unlist(l), ncol = 2)

> l.2 = matrix(unlist(l.2), ncol = 2)

> l

[,1] [,2]

[1,] 1 11

[2,] 2 12

[3,] 3 13

[4,] 4 14

[5,] 5 15

[6,] 6 16

[7,] 7 17

[8,] 8 18

[9,] 9 19

[10,] 10 20

> l.2

[,1] [,2]

[1,] 21 31

[2,] 22 32

[3,] 23 33

[4,] 24 34

[5,] 25 35

[6,] 26 36

[7,] 27 37

[8,] 28 38

[9,] 29 39

[10,] 30 40

#Then, form a list named mylist using l,l.2 and m (from Q1) (in this order).

### your code here

mylist = list(l=l,l.2=l.2,m=m)

> mylist = list(l=l,l.2=l.2,m=m)

> mylist

$l

[,1] [,2]

[1,] 1 11

[2,] 2 12

[3,] 3 13

[4,] 4 14

[5,] 5 15

[6,] 6 16

[7,] 7 17

[8,] 8 18

[9,] 9 19

[10,] 10 20

$l.2

[,1] [,2]

[1,] 21 31

[2,] 22 32

[3,] 23 33

[4,] 24 34

[5,] 25 35

[6,] 26 36

[7,] 27 37

[8,] 28 38

[9,] 29 39

[10,] 30 40

$m

[,1] [,2] [,3]

[1,] 2 4 4

[2,] 3 9 13

[3,] 4 16 32

[4,] 5 25 62

[5,] 6 36 108

[6,] 7 49 171

[7,] 8 64 256

#Then, select the first column of each elements in mylist in one function call (hint '[' is the select operator).

### your code here

lapply(mylist, function(l) l[,1])

> lapply(mylist, function(l) l[,1])

$l

[1] 1 2 3 4 5 6 7 8 9 10

$l.2

[1] 21 22 23 24 25 26 27 28 29 30

$m

[1] 2 3 4 5 6 7 8

#Q3 (3 pts)

# Let's load our friend family data again.

load(url("http://courseweb.lis.illinois.edu/~jguo24/family.rda"))

#(1) Find the mean bmi by gender in one function call.

tapply(family$bmi,family$gender,mean)

> tapply(family$bmi,family$gender,mean)

m f

25.73898 23.02564

#(2) Could you get a vector of what the type of variables the dataset is made of?

sapply(family, class)

> sapply(family, class)

firstName gender age height weight bmi overWt

"factor" "factor" "integer" "numeric" "integer" "numeric" "logical"

#(3) Could you sort the firstName in height descending order?

family$firstName[order(family$height, decreasing = TRUE)]

> family$firstName[order(family$height, decreasing = TRUE)]

[1] Joe Tom Tom Liz Jon Tim Bob Ann Dan Art Sal May Sue Zoe

Levels: Ann Art Bob Dan Joe Jon Liz May Sal Sue Tim Tom Zoe

#Q4 (2 pts)

# There is a famous dataset in R called "iris." It should already be loaded

# in R for you. If you type in ?iris you can see some documentation. Familiarize

# yourself with this dataset.

#(1) Find the mean petal length by species.

### code & result

tapply(iris$Petal.Length, iris$Species, mean)

> tapply(iris$Petal.Length, iris$Species, mean)

setosa versicolor virginica

1.462 4.260 5.552

#(2) Now obtain the sum of the first 4 variables, by species, but using only one function call.

### code & result

by(iris[, 1:4], iris$Species, colSums)

> by(iris[, 1:4], iris$Species, colSums)

iris$Species: setosa

Sepal.Length Sepal.Width Petal.Length Petal.Width

250.3 171.4 73.1 12.3

------------------------------------------------------------------------

iris$Species: versicolor

Sepal.Length Sepal.Width Petal.Length Petal.Width

296.8 138.5 213.0 66.3

------------------------------------------------------------------------

iris$Species: virginica

Sepal.Length Sepal.Width Petal.Length Petal.Width

329.4 148.7 277.6 101.3

#Q5 (2 pts)

#Below are two statements, their results have different structure,

lapply(1:4, function(x) x^3)

sapply(1:4, function(x) x^3)

# Could you change one of them to make the two statements return the same results (type of object)?

unlist(lapply(1:4, function(x) x^3))

> lapply(1:4, function(x) x^3)

[[1]]

[1] 1

[[2]]

[1] 8

[[3]]

[1] 27

[[4]]

[1] 64

> sapply(1:4, function(x) x^3)

[1] 1 8 27 64

> unlist(lapply(1:4, function(x) x^3))

[1] 1 8 27 64

> class(unlist(lapply(1:4, function(x) x^3)))

[1] "numeric"

> class(sapply(1:4, function(x) x^3))

[1] "numeric"

#Q6. (5 pts) Using the family data, fit a linear regression model to predict

# weight from height. Place your code and output (the model) below.

lm(family$weight ~ family$height, data = family)

> lm(family$weight ~ family$height, data = family)

Call:

lm(formula = family$weight ~ family$height, data = family)

Coefficients:

(Intercept) family$height

-455.666 9.154

# The model is: weight = -455.666 + 9.154\*height

# How do you interpret this model?

# The weight has a positive correlation with height since the slope 9.154>0. As height goes up,

# the corresponding weight also goes up. This conforms to our common sense. The intercept is below 0,

# which means the value of weight is below 0 when height equals 0. This is a sort of parallel movement

# to make it adjust to the data.

# Create a scatterplot of height vs weight. Add the linear regression line you found above.

plot(family$height, family$weight, xlab = "height", ylab = "weight", main = "plot of weight ~ height")

abline(lm(family$weight ~ family$height, data = family), col='red')

> plot(family$height, family$weight, xlab = "height", ylab = "weight", main = "plot of weight ~ height")

> abline(lm(family$weight ~ family$height, data = family), col='red')

![](data:image/png;base64,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)

# Provide an interpretation for your plot.

# In the plot, the scattered spots are true values of 14 objects in the family dataset. The x

# axis is height, and the y axis is weight. Basically, as height goes up, his or her weight

# also goes up. The red line is the linear regression line based on the 14 objects. As can be

# seen, the number of spots under the line is equal to the number of spots above the line. All

# the spots are basically close to the line, which means the residuals are not too large. There

# is no outlier in the plot. In general, it is a good linear model based on true observations.

> summary(lm(family$weight ~ family$height, data = family))

Call:

lm(formula = family$weight ~ family$height, data = family)

Residuals:

Min 1Q Median 3Q Max

-27.554 -9.689 -0.055 11.944 23.214

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) -455.666 107.029 -4.257 0.00111 \*\*

family$height 9.154 1.594 5.741 9.29e-05 \*\*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 16.94 on 12 degrees of freedom

Multiple R-squared: 0.7331, Adjusted R-squared: 0.7109

F-statistic: 32.96 on 1 and 12 DF, p-value: 9.287e-05

# P-value is also very small, which means a good linear model.