上海交通大学软件学院硕士论文开题报告

**智慧城市大数据平台统一资源管理服务系统**

**Unified Resources Coordination Service System for Smart City Big Data Platform**

|  |  |
| --- | --- |
| 系别 | **软件学院** |
| 学科专业 | **软件工程** |
| 研究方向 | **软件工程** |
| 姓名 | **李会一** |
| 导师 | **饶若楠** |

上海交通大学软件学院

2015年1月14日

|  |  |
| --- | --- |
| **课题来源** | 实验室横向项目 |
| **一、研究背景**   1. **研究意义**   智慧城市是新一代信息技术职称、知识社会下一代创新环境下的城市形态，强调智慧城市不仅仅是物联网、云计算等新一代信息技术的应用，更重要的是通过对各类创新的应用，构建用户创新、大众创新、开放创新、协同创新为特征的城市可持续创新生态。智慧城市通过在人力和社会资本，以及在信息通讯和交通等基础设置上的投资来推动可持续经济增长和高生活质量。并且通过参与式的管理对上面的资源及自然资源进行科学管理。  本文以智慧城市大数据服务平台为背景，该平台包括统一资源调度管理服务系统、运行管理服务系统、流式计算引擎、图计算引擎、内存计算引擎、Map-Reduce计算引擎，并通过上述模块的有机结合为上层应用提供服务基础，为智慧社区、智慧楼宇、智慧商圈、智慧新城、智慧政务、智慧医疗、智慧交通等智慧城市相关项目提供支持。  本论文以智慧城市统一资源调度管理服务系统为研究对象，主要为不同的分布式计算框架（引擎）进行资源调度管理机制，统一对资源进行管理，减少自行进行资源管理及调度的复杂性，并进行相应的调度算法优化，达到资源利用率最大化及最有效化。然而，在构建统一资源调度管理服务系统过程中，遇到了如下的难题：  目前的统一资源调度服务平台中灵活的调度机制较为缺乏，难以满足不同的分布式计算框架对于性能、资源占用、故障恢复等问题的需求。在这样的一个情况下，统一资源调度服务平台的灵活性、易用性难以得到体现。例如对于流式计算引擎需要将其相应节点部署至同一网络区间提高其中间节点间交互效率的问题，以及其主节点失效后重启主节点导致系统不可用的问题，目前的平台都很难给出一个较为合适的解决方案，从而导致其性能、可用性的下降。  因此，如何构建一套灵活的调度机制，适应不同的分布式计算框架，为本文的主要研究要点。   1. **研究现状分析**  Apache-Yarn Yarn(Yet Another Resource Negotiator)[2]作为hadoop[8]项目的一部分在其2.0版本时发布，旨在提高分布式集群环境下的资源利用率，这些资源包括内存、IO、网络、磁盘等。支持除了Map-Reduce[12]模型外的其他编程模型（图计算、流式计算等），提供一套普适的分布式资源调度管理从而提高整个Hadoop生态圈的广度及适应性。   * ResourceManager   ResourceManager是系统中资源的总管。其负责对系统中资源进行监控管理，用户通过ApplicationManager与ResourceManager进行协商，从而获得、管理、监控资源。同时，ResourceManager拥有可插拔式的调度器，这个调度器负责根据资源的限制，调度队列等信息来对运行的application进行调度。   * NodeManager   NodeManager是存在于每台机器上的slave进程，负责启动application的容器，监控资源使用率，并将其报告给ResourceManager。   * ApplicationManager   ApplicationMaster负责与Scheduler交互获取相应的resource容器，监控自身运行状态。  此外，Yarn还具备以下的功能：  多租户：Yarn允许多种处理引擎使用hadoop作为批处理、交互式、实时处理引擎同时运行。  集群利用：动态收集资源，减少空闲资源占用  扩展性：集群性能随着集群规模扩大线性提升  兼容性：mapreduce v1程序仍可正常在Yarn上运行 GraphX Graphx[4]是Spark[5]用于图（e.g. Web Graph and Social Network）和图并行计算（e.g. PageRank and Collaborative Filtering）的API，跟其他的分布式计算框架相比，GraphX最大的贡献是，在Spark上提供一栈式解决方案，可以方便并高效地完成图计算的一整套流水作业。  GraphX是Spark生态圈中非常重要的组件，融合了Data Parallel和Graph Parallel计算的优势，虽然在单纯的计算阶段性能不如GraphLab[9]等计算框架，但是从整个图处理流水线的视角看，就非常具有竞争性了。  目前，由于其简单易用性，及其所有中间结果均保存在Spark的RDD[6]中，GraphX已经逐渐被企业应用所亲睐。 Storm Storm[3]是一个分布式实时计算系统。可用于实时分析，在线机器学习，持续计算，分布式RPC，ETL等场景。它拥有不错的扩展性及容错能力，并保证数据一定会被处理。  Nimbus：负责资源分配和任务调度  Supervisor：负责接收Nimbus分配的任务，启动和停止属于自己管理的worker进程。  Worker：运行具体处理组件逻辑的进程。  除了上述组件之外，Storm中还有一些关键性概念：  Topology：storm中运行的一个实时应用程序，因为各个组件间的消息流动形成逻辑上的一个拓扑结构。  Spout：在一个topology中产生源数据流的组件。通常情况下spout会从外部数据源中读取数据，然后转换为topology内部的源数据。Spout是一个主动的角色，其接口中有个nextTuple()函数，storm框架会不停地调用此函数，用户只要在其中生成源数据即可。  Bolt：在一个topology中接受数据然后执行处理的组件。Bolt可以执行过滤、函数操作、合并、写数据库等任何操作。Bolt是一个被动的角色，其接口中有个execute(Tuple input)函数,在接受到消息后会调用此函数，用户可以在其中执行自己想要的操作。  Tuple：一次消息传递的基本单元。本来应该是一个key-value的map，但是由于各个组件间传递的tuple的字段名称已经事先定义好，所以tuple中只要按序填入各个value就行了，所以就是一个value list.  Stream：源源不断传递的tuple就组成了stream。 Storm on yarn Storm on yarn[16]项目由Yahoo! Inc发起，旨在将目前主流开源流式计算框架Storm迁移到Apache Yarn上运行。这样带来的好处是显而易见的：   1. 弹性计算资源：将Storm运行到Yarn上之后，Storm可与其他应用程序（例如Map-Reduce批处理应用程序）共享整个集群资源。这样，当Storm负载骤增时，可动态为它添加计算资源，而当负载减小时，可释放部分资源，从而达到资源利用率最大化。 2. 共享底层存储：Storm可与运行在Yarn框架上的其他框架共享底层的一个HDFS存储系统，可避免多个集群带来的维护成本，同时避免数据跨集群拷贝带来的网络开销和时延。 3. 支持多版本。可同时将多个版本Storm运行在YARN上，避免一个版本一个集群带来的维护成本。   在将Storm运行于Yarn上带来巨大收益的同时，当前Storm on Yarn仍然存在诸多的缺陷：   1. 难以将所有Storm服务运行在相邻的节点上，比如同一个机架上。 2. 由于Nimbus服务运行于ApplicationMaster上，一旦ApplicationMaster失败后，YARN会将其运行在另外一个节点上，这意味着Nimbus服务可能会突然在另一个节点上启动了，这给用户使用带来诸多不便。  资源调度算法 在对集群资源进行统一管理后，下一个重要的问题就是怎样对集群的资源进行有效的调度，从而达到最优的系统资源利用率。Yarn中提供的调度算法有：   1. FIFO调度算法：对任务采取先到先得的方式进行调度 2. Capacity调度算法：在共享多租户环境下使集群整个利用率达到最大 3. Fair调度算法：所有程序都获得平均的资源分配   而在越来越多的分布式计算框架部署至Yarn的需求上，这样的调度算法所能提供的灵活性已经难以满足要求。不同的计算框架拥有不同的处理模型以及不同的资源需求。  因此，更多的调度算法（Locality based scheduling, Priority-based scheduling[17], time-based scheduling, QoS based scheduling[1]等）应该不断加入Yarn当中。 | |

|  |
| --- |
| **二、研究目标**  本课题的研究目标是：以实验室承担的智慧城市项目为背景，针对智慧城市大数据平台中统一资源调度管理服务平台的多样化调度需求，结合目前主流资源管理调度框架Apache Yarn，在其基础上设计实现一套灵活的资源调度管理机制，使不同的分布式计算框架能够在该管理服务平台上获得性能、资源利用率的最优化。  围绕上述研究目标，本文的研究内容主要有：   1. 相关技术分析研究：分析并研究Spark、Storm、Graphx等相关分布式计算框架系统模型，并总结抽象其对资源调度的需求。为后续优化改进提供指导。 2. 针对Yarn资源调度管理框架进行优化，使其：    1. 可动态变更资源调度机制    2. 支持基于位置的资源调度    3. 支持基于优先级的资源调度    4. 支持独占的资源调度机制 3. 完善Storm-on-yarn项目，根据基于位置的资源调度策略，解决其目前Nimbus节点失效自动重启后，由于IP变更，导致系统不可用问题。 4. 系统测试及验证：通过系统测试及试运行应用，验证系统的可行性及有效性。 |
| **三、关键技术**  本课题研究的关键技术包括：   1. locality-based coordination[7]:   实现Yarn对Locality based调度机制的支持，修改Yarn源代码，实现节点“位置”监控功能，并开发API提供给Application以作为调度依据。   1. 调度机制优化：   实现Yarn对spark, storm, graphx的调度优化，根据其特定的资源利用机制实现不同的资源调度算法   1. 完善Storm on Yarn   在Storm on yarn项目基础上解决其目前存在的主节点失效问题，利用Yarn提供的位置信息实现locality based调度。 |
| **四、可行性分析**   1. **研究方法**   本课题的研究方法主要包括：  1. 大量阅读文献，了解各种不同的分布式计算框架的模型及业务需求，总结出最适合的调度策略  2. 研究Hadoop Yarn源码，并在其基础上对其自动调度机制进行改进  3. 研究Storm on Yarn源代码，在其基础上解决其相关问题  4. 验证性实验：对改进后的调度机制进行测试与性能评估，不管优化调度算法   1. **技术路线**   本研究将分为“基于位置的调度”，“多计算框架支持与改进”，“运行与验证”三个部分实现：   1. 基于位置的调度：   研究基于位置、基于优先级、基于时间的资源调度机制，改进Yarn使其支持该调度机制并实现。   1. 多计算框架支持与改进   针对目前市面上使用较为广泛的分布式计算框架spark，storm，graphx，使其运行于Yarn之上，并根据其特有的模型特点，实现相应的资源调度机制优化。并改进Storm on Yarn中存在的Nimbus节点失效问题，提高其可用性。   1. 运行与验证：搭建整个智慧城市统一资源管理服务系统，运行并测试上述改进的可行性及有效性。 2. **可行性分析** 3. 项目来源：由于本研究基于智慧城市大数据服务平台这一实际项目，需求数据均由甲方提供，保证了真实性和有效性。 4. 统一资源管理服务平台：目前已有比较成熟的开源资源服务管理平台Yarn，该工具可以资源管理这一基本需求，可以在其上进行优化改进。 5. 结合不同分布式计算框架：目前Yarn已支持多种不同的分布式计算框架或数据库，为本文的研究提供了基础。 6. 经费可行性：本项目成果的测试环境由实验室内部提供，不需要额外的资源，因此从经费上来说是可行的。 7. 进度可行性：整个项目有完整的安排，从调研到开发到部署，将按照开发计划有条不紊地进行，因此从进度上来说是可行的。   综上所述，本课题是可行的。 |
| **五、课题创新**  本课题的研究包括以下几个创新点：   1. 针对Yarn调度机制的改进   目前Yarn对于调度机制的支持较弱，能够提供给调度进程的有用信息仅为CPU及Memory信息，这样可实现的调度策略是极其有限的。因此，对Yarn调度机制的改进是本文的一大创新，通过向外部提供多种集群内部信息，使得多种多样的调度机制的实现成为可能。   1. 多计算框架的Yarn支持与改进：   目前Yarn虽能支持Spark、Storm等分布式计算框架的运行，但对其框架的支持并没有达到一个令人满意的程度。而这主要归结于其调度机制不够灵活。本文在实现对Yarn调度机制改进的前提下，再针对各个不同的分布式计算框架运行模型分别设计不同的资源调度方案，使其达到资源利用效率最优化。   1. Storm on Yarn开源项目改进：在上述改进的基础上，进一步解决目前Storm on Yarn项目中的顽疾主节点Nimbus节点失效问题。   本课题结合开源资源管理框架Yarn，针对其存在问题通过Storm on Yarn, Spark on Yarn等实际项目测试并进行相应的改进，是一个很有意义、很有价值的研究方向。 |
| **六、研究进度**   * 2014.1 – 2014.3查阅国内外文献，研究并学习技术，开题； * 2014.4 – 2014.5 分析Yarn内部资源调度机制，学习各种不同的资源调度算法，分析不同分布式计算框架调度需求。 * 2014.6 – 2014.7实现相应对Yarn资源调度机制的优化，开发多种资源调度算法进行测试 * 2014.8分析Storm on Yarn项目源代码，结合对Yarn的优化找出解决方案 * 2014.9 – 2014.10将解决方案应用到Storm on Yarn，并进行测试 * 2014.10 – 2014.11完成整体项目集成，进行整体评估测试 * 2014.12 撰写学位论文。 |
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