## 石化生产过程基于大数据解析的分类建模方法研究

1. **研究背景及意义**
   1. **石化生产过程中分类模型存在的必要性**

原油精馏是石油化工工业的首要工序，其操作直接决定着炼油厂的资源利用效率和经济效益。为了适当地控制炼油厂操作，产品质量测量是必不可少的。有很多软测量模型会应用到测量难以测得的质量指标上。软测量实际上是一种数学模型，不同于传统的物理传感器，软测量传感器是一种虚拟的传感器，是一种通过计算得到数据的传感器[1]。但是原油的种类随着油田的不同而变化。即使来自同一油田的原油，其碳氢化合物含量也可能不同。此外，许多炼油厂使用不同配比的混合原油。对于不同类型的原油，process variables和quality variables的关系是不同的，这意味着用同样的模型处理不同类型的石油是不合理的。用一个例子来说，就好像用一条直线去拟合一条曲线，这样的拟合的损失是比较大的。

但是，如果用多条直线分段去拟合一条曲线，即分段线性插值，那么拟合效果往往比一条直线的拟合要好很多。基于这样的思想，可以根据process variables进行分类，为每种类型的原油(每个供应商或油田)开发一个模型。但是这个难以操作，因为来自同一油田的油也有可能是有不同碳氢化合物的。为此，我们不要根据构成原料油的原油进行建模，而是可以针对炼油厂原料油的类型进行建模。原油的混合比例和种类我们一般是知道的，而且我们可以用一些手段很轻松的得知。将原油分成不同种类后，我们可以对不同种类的原油应用不同的模型。这种type-specific的模型可以对同一种种类的原油有较高的预测精度，但是对于其他种类的原油的预测精度不够好[24]。

* 1. **基于大数据分析的分类方法**

分类模型的主要方法有基于机制的方法，基于知识的方法，基于数据驱动的方法[2]。传统的分类模型往往面临着数据拟合精度不高，技术要求高等难题。基于大数据的方法可以摆脱一部分基于规则的分类方法的缺点，实现泛化能力和预测能力的双提高。在计算资源如此丰富的现代社会，面对复杂多样的工业数据，数据驱动方法逐渐占据了它所具有的优势。传统的机器学习方法，在分类方面有很多应用。PLS（偏相关回归）可以用来处理高维且高度相关的数据。但有研究表明传统的PLS可以会导致大m小n问题，影响模型的预测效果[3]。SVM作为一个广为周知的机器学习方法，是一种有效的解决二分类问题的方法。有文献[4]指出SVM在石油催化裂化分馏塔数据中能起到的重要作用。但SVM的计算量和数据成平方关系[5]，这就意味着如果数据量很大的话，SVM的计算效率会很低。ANN（人工神经网络）面对复杂多样的数据，在训练时可以自动得到权重，避免了SVM和PLS的诸多不便[6]。近几年来，各式各样的神经网络层出不穷。深度学习方法逐渐展现他在软测量问题上的优势。一方面，深度学习方法可以综合考虑各种变量，不仅防止了很多无用变量的冗余，并且保证了每个变量的高效利用。同时，在GPU的加速下，深度学习方法的计算速度得到保证，实际应用场景广泛。总而言之，深度学习方法综合了各种机器学习的优点，一定程度上避免了它们的一些缺点。同时，深度学习方法可以根据不同的数据集设定不同的参数，可以应用于不同场合。

CNN可以被证明是用来提取特征的有效方法[7]，对于一维数据，CNN可以帮助理解局部片段信息。对于二维数据，CNN更能体现在局部特征提取的独特优势。相较于MLP的较大的计算量，CNN不仅节约了计算量，并且在加深网络上有很大的作用。Resnet[8]作为CNN的集大成者，在图像处理领域充当了很久的特征提取作用。类似的，在处理时序信息上，循环神经网络的应用越多来多。LSTM长短时记忆网络[9]在循环神经网络上，一定程度上避免了梯度爆炸和梯度消失，逐渐作为最广为人知的循环神经网络。

2017年横空出世的transformer[10]，利用它强大的自注意力机制，一举成为最具影响力的大模型，其应用广泛，在各个领域都大放异彩。目前，在NLP领域，有BERT等大模型[11]。在CV领域，有visual-transformer[12] 等突破传统CNN的应用。但是这些方法往往是具有普适性的，是基于方法和规则的，而不是基于数据类型的。面对工业过程，其数据的多样性让模型的鲁棒性备受考验。一般来说，基于数据集选择合适的模型和进行相应的参数调节是主要的流程方法。所以笔者想从实际工业数据入手，尝试将已有模型应用到工业生产中，在此基础上，发掘模型的鲁棒性，争取在面对更多类型的数据时让模型依然具有相当不错的效果。

* 1. **基于大数据的石化生产分类模型面临的挑战**

基于上述方法论述和模型应用场景及区别，总结一下数据驱动的分类模型的问题：[13]

1. 如何正确的应用深度学习的前沿模型，如何保证前沿模型的有效性能够落实到现在工业数据上？
2. 深度学习方法往往是数据驱动的，可解释能力差，如何让传统机器学习方法（例如：SVM，PLS等）与深度学习方法结合，扬长避短，这是一个需要取舍的问题。
3. 分类模型在实际应用过程中，数据量可能不够。对于数据驱动的模型来说，数据量是一个很大的挑战。目前也有这种文献[16]提到如何处理这种数据不足的方法。
4. 石化生产分类模型需要的特征数量少，输出信息不丰富，如果用很深的网络可能会有很严重的过拟合风险。如何使用合适的网络加强神经网络的非线性，保证拟合的准确性，是一个值得思考的问题。[17]提出了分段线性达到非线性的方法，很有借鉴意义。
5. **目前的基于深度神经网络的研究进展**
   1. **基于深度信念网络(DBN)的分类模型**

Gao, Xiaoyong, et al[15]提到了用DBN方法，利用深度信念网络的非线性实现一种非线性映射，建立一种非线性的分类方法。他们所用的输入是石油的来源的比例，输出是选用哪一种模型的概率。具体的算法流程如下图所示。

|  |
| --- |
|  |
| 算法1：石化生产分类模型算法 |

他们所用方法的具体操作流程如下，图片节选自[15]

|  |
| --- |
|  |
| 图1 : 石油分类模型的示意图 |

首先使用分类模型进行一步建模，得到石油的类别，然后根据石油的类别选择不同的模型进行下一步的建模操作。

DBN的结构如下图所示，由很多个RBM构成（受限玻尔兹曼机）：

|  |
| --- |
|  |
| 图2： DBN的主要结构 |

在DBN中，主要是通过石油的来源比例来得到选用某个分类模型的概率，实际计算过程如下：

首先对于binary-binary 的RBM，有以下联合概率成立：

其中，都是可学习的参数，其中对应的条件分布为：

根据上述联合概率和条件概率，可以得到相应参数更新公式：

根据上述参数更新公式，可以得到每一层RBM的输出结果,然后把上一层的输出结果作为下一层RBM的输入。然后使用一种贪婪的训练方法——DBM的训练是从底部往上训练的。假设已经训练好了g层RBM，然后可以加上一层RBM，用训练好的g层的输出结果作为第g+1层的输入进行对第g+1层RBM的训练。这样的训练方式可以节约很多计算资源。

以上的训练方法都是在无监督的情况下训练的，因为可以看到这里的参数更新是通过最大化来实现的，没有使用到任何监督信息，这样可以增加模型的学习空间，一定程度上防止了过拟合。

无监督的模型训练好了之后，可以根据监督信息，即实际用到的模型编号来进行监督训练。假如原料比为的原油数据，它所用到的石油模型编号为j，那么监督信号是一个one-hot的向量，即，其他位置都是0。

假设DBM有L层RBM，那么训练得到的选用模型i的概率为：

也就是说，训练得到是使用模型i的概率是，如果在测试的时候的情况下，可以的方法来进行选择。同时，对于损失函数来说，由于是分类问题，可以用交叉熵损失函数。即：

这样就可以利用监督信息进行监督训练，减小损失，加强拟合能力。

* 1. **新的神经网络与工业数据的结合**

目前的深度神经网络样式极多，对于不同类型的数据，都能找到一些适配的神经网络。深度神经网络的迭代很快，还有很多文章对于如何让深度学习真正落地到实际数据上有很深入的研究。例如：

1. 对于连续数据，按频率采样的数据，可以把输入数据认为是一个2D的矩阵，对于这种数据，可以认为是另一种形式的图片。那么，一些对于图片起作用的神经网络就可以应用上去。[14][18][19]等文章都从不同方面阐释了时序信息在软测量建模中的应用。使用到的数据集也都是一些工业数据集，可以很容易的推广到石油数据集上面
2. 神经网络的训练往往需要大量的计算资源，如果使用特别大的模型例如transformer[10]的话，可能会对于计算资源有比较大的负担。倘若没有GPU等计算能力强大的资源的话，普通的CPU计算资源容易导致计算速度过慢，难以应用到实际情况下。为此，简化网络和减少计算量也是一直存在的一个问题。
3. **研究内容**

基于上述研究背景和已有研究成果[21]，我的研究内容有以下三点。

* 1. **熟悉仿真软件的使用和熟练掌握用仿真软件生成仿真数据**

HYSYS是世界著名油气加工模拟软件工程公司开发的大型专家系统软件。该软件分动态和稳态两大部分。其动态和稳态主要用于油田地面工程建设设计和[石油](https://baike.baidu.com/item/%E7%9F%B3%E6%B2%B9?fromModule=lemma_inlink)石化[炼油](https://baike.baidu.com/item/%E7%82%BC%E6%B2%B9/3198864?fromModule=lemma_inlink)工程设计计算分析。其动态部分可用于指挥原油生产和储运系统的运行。

《Guide to the Fluidized Catalytic Cracking Unit Standard Model》这本书详细介绍了如何用目前实验室的软件进行仿真数据生成的具体操作。可视化模型类似下图：

|  |
| --- |
|  |
| 图3 :可视化仿真软件架构 |

仿真软件可以生成足够多的数据用于数据驱动的模型训练，极大的减轻了因数据不足而产生的困难。生成仿真数据也是模型训练进行训练的第一步。

还有一些仿真软件没有可视化界面，要使用脚本语言进行操作。为此，要熟练掌握石油工业流程和石油原料等过程参数和过程装置。

* 1. **利用石油数据建立分类模型提高模型精度**

分类模型是把数据进行分类的模型。对于炼油数据，分类模型是针对原油数据进行分类，选择合适的模型进行使用[15]。有的模型采用了自举聚合神经网络，输入是成品率和进料率之间的比值[24]。有的模型是把石油来源地的比例作为输入[15]。

为了保证模型的效果，我计划按照以下的流程进行研究：

1. 首先针对已有模型进行复现，[15][17]提到了用DBM和分段线性插值等方法进行石油分类模型的研究。其中，DBM的准确率很高，误差也比较小，如下图所示：

|  |
| --- |
|  |
| 图4： DBM和NN的误差比较 |

对于DBM和NN的结果差异，我认为主要是因为DBM对于非线性的拟合情况更好导致的。传统的NN可能在欠缺一些非线性的手段，非线性程度不高。但DBM是有良好的非线性的，这会在非线性的分类中产生更好的效果。如果在合理增加NN的深度的情况下，可以逐渐加强非线性的程度，达到类似DBM或者超过DBM的效果。所以可以在使用一些更深的网络进行拓展和改进现有模型。

1. 优化计算时间。对于神经网络来说，计算成本大。梯度下降和反向传播设计一些矩阵计算，很容易让时间成本过大。对于已有的模型，需要合理选择网络参数，在保证计算速度的情况下，保证网络的性能。
2. 在已有模型基础上，尝试用比较新的模型[8][10][12]进行改进，争取实现和已有的仿真软件合理接轨。
3. **、工作计划**
4. 秋季学期12-17周，阅读石油分类模型文献，阅读仿真软件指导书，积极与老师沟通，学习仿真软件的使用，自己能够生成相应的仿真数据。
5. 春季学期1-3周，阅读相关文献，了解石油分类模型在提高模型精度方面的重要性，研究数据分类模型的基本方法。准备中期报告。
6. 春季学期4-8周，阅读相关文献。根据中期报告的结果，改进自己的工作，进行稳态建模。
7. 春季学期9-12周，阅读相关文献，进一步改进模型的细节，实现模型与仿真软件的匹配和耦合。
8. 春季学期13-16周，撰写毕业论文。
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