huyendkcmc@debian:~$ sudo ifconfig eth0

eth0 Link encap:Ethernet HWaddr 08:00:27:a3:10:fb

inet addr:192.168.2.1 Bcast:192.168.2.255 Mask:255.255.255.0

inet6 addr: fe80::a00:27ff:fea3:10fb/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:0 errors:0 dropped:0 overruns:0 frame:0

TX packets:65 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:0 (0.0 B) TX bytes:8974 (8.7 KiB)

huyendk@debian:~$ sudo ifconfig eth0

[sudo] password for huyendk:

eth0 Link encap:Ethernet HWaddr 08:00:27:e9:83:e3

inet addr:10.0.2.15 Bcast:10.0.2.255 Mask:255.255.255.0

inet6 addr: fe80::a00:27ff:fee9:83e3/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:3 errors:0 dropped:0 overruns:0 frame:0

TX packets:89 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:795 (795.0 B) TX bytes:12511 (12.2 KiB)

wget --no-check-certificate -q -O - http://download.gluster.org/pub/gluster/glusterfs/LATEST/rsa.pub | apt-key add -

wget --no-check-certificate -qO - https://download.gluster.org/pub/gluster/glusterfs/3.13.1/rsa.pub | sudo apt-key add -

wget -qO - https://download.gluster.org/pub/gluster/glusterfs/LATEST/Debian/jessie/ | apt-key add -

<http://download.gluster.org/pub/gluster/glusterfs/LATEST/rsa.pub>

wget -O - https://download.gluster.org/pub/gluster/glusterfs/3.13/rsa.pub | apt-key add -

gpg: /home/huyendk/.gnupg/trustdb.gpg: trustdb created

gpg: key A524C53E: public key "Igor Sysoev <igor@sysoev.ru>" imported

gpg: Total number processed: 1

gpg: imported: 1

export https\_proxy="https://huyendkcmc:Abcd1234@10.116.16.20:3128"

export http\_proxy=<http://huyendkcmc:Abcd1234@10.116.16.20:3128>

sudo /etc/init.d/networking restart && sudo dhclient

jessie gfs01

root@debian:~# ifconfig

eth0 Link encap:Ethernet HWaddr 08:00:27:e9:83:e3

inet addr:10.0.2.4 Bcast:10.0.2.255 Mask:255.255.255.0

inet6 addr: fe80::a00:27ff:fee9:83e3/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:4 errors:0 dropped:0 overruns:0 frame:0

TX packets:89 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:1385 (1.3 KiB) TX bytes:14633 (14.2 KiB)

lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:65536 Metric:1

RX packets:29 errors:0 dropped:0 overruns:0 frame:0

TX packets:29 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:0

RX bytes:3221 (3.1 KiB) TX bytes:3221 (3.1 KiB)

8 gfs02

root@debian:~# ifconfig

eth0 Link encap:Ethernet HWaddr 08:00:27:a3:10:fb

inet addr:10.0.2.15 Bcast:10.0.2.255 Mask:255.255.255.0

inet6 addr: fe80::a00:27ff:fea3:10fb/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:4 errors:0 dropped:0 overruns:0 frame:0

TX packets:80 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:1385 (1.3 KiB) TX bytes:14052 (13.7 KiB)

lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:65536 Metric:1

RX packets:27 errors:0 dropped:0 overruns:0 frame:0

TX packets:27 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:0

RX bytes:3077 (3.0 KiB) TX bytes:3077 (3.0 KiB)

Jessie gfs01

root@debian:~# ifconfig

eth0 Link encap:Ethernet HWaddr 08:00:27:e9:83:e3

inet addr:10.116.41.179 Bcast:10.116.41.255 Mask:255.255.255.0

inet6 addr: fe80::a00:27ff:fee9:83e3/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:132 errors:0 dropped:1 overruns:0 frame:0

TX packets:81 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:16269 (15.8 KiB) TX bytes:12774 (12.4 KiB)

lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:65536 Metric:1

RX packets:67 errors:0 dropped:0 overruns:0 frame:0

TX packets:67 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:0

RX bytes:11942 (11.6 KiB) TX bytes:11942 (11.6 KiB)

8 gfs02

root@debian:~# ifconfig

eth0 Link encap:Ethernet HWaddr 08:00:27:a3:10:fb

inet addr:10.116.41.178 Bcast:10.116.41.255 Mask:255.255.255.0

inet6 addr: fe80::a00:27ff:fea3:10fb/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:243 errors:0 dropped:8 overruns:0 frame:0

TX packets:75 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:32783 (32.0 KiB) TX bytes:11994 (11.7 KiB)

lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:65536 Metric:1

RX packets:66 errors:0 dropped:0 overruns:0 frame:0

TX packets:66 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:0

RX bytes:11870 (11.5 KiB) TX bytes:11870 (11.5 KiB)

echo deb [arch=amd64] https://download.gluster.org/pub/gluster/glusterfs/3.13/LATEST/Debian/jessie/amd64/apt jessie main > /etc/apt/sources.list.d/gluster.list

echo deb https://download.gluster.org/pub/gluster/glusterfs/LATEST/Debian/$(lsb\_release -sc)/apt $(lsb\_release -sc) main > /etc/apt/sources.list.d/gluster.list

huyenclient@client:~$ sudo ifconfig

eth0 Link encap:Ethernet HWaddr 08:00:27:af:7f:c9

inet addr:10.116.41.34 Bcast:10.116.41.255 Mask:255.255.255.0

inet6 addr: fe80::a00:27ff:feaf:7fc9/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:27 errors:0 dropped:0 overruns:0 frame:0

TX packets:129 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000

RX bytes:5973 (5.8 KiB) TX bytes:18793 (18.3 KiB)

lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:65536 Metric:1

RX packets:58 errors:0 dropped:0 overruns:0 frame:0

TX packets:58 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:0

RX bytes:8916 (8.7 KiB) TX bytes:8916 (8.7 KiB)

gluster volume remove-brick gvol0 replica 1 gfs01:/data/gluster/gvol0

gluster volume remove-brick gvol0 replica 2 gfs01:/data/gluster/gvol0 start

rm -rf /data/gluster/gvol0/

root@debian:~# gluster volume stop gvol0

Stopping volume will make its data inaccessible. Do you want to continue? (y/n) y

volume stop: gvol0: success

root@debian:~# gluster volume delete gvol0

Deleting volume will erase all information about the volume. Do you want to continue? (y/n) y

volume delete: gvol0: success