2016.10.31 组会

# AdaBoost

1. Bootstrap (自汇举，放回抽样)
2. Booting
3. AdaBoost: 1）每个样本一个权重D 2）训练弱分类器，计算错误率, 调整权重 3）每个分类器有一个权重（根据错误率）可以用来提高单个弱分类器的准确性