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## Overview

#### One thing that people regularly do is quantify how much of a particular activity they do, but they rarely quantify how well they do it. In this project, I use data from accelerometers on the belt, forearm, arm, and dumbell of 6 participants. They were asked to perform barbellhe detailed codes are showed as below. lifts correctly and incorrectly in 5 different ways. More information is available from the website here: <http://groupware.les.inf.puc-rio.br/har> (see the section on the Weight Lifting Exercise Dataset).

#### The goal of this project is to predict the manner in which they did the exercise. This is the “classe” variable in the training set. I use all other variables in the dataset to predict with. The project has been done in the following sections:

##### 1. read packages and data

##### 2. pre-process data

##### 3. use the four machine learning algorithms taughted in this course

##### 4. predict the test dataset by using the best machine learning algorithm

#### The result of this project shows that Random Forests is the best algorithm with an accuracy of almost 1 95%CI[0.9991,1].

### Read packages and data

library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

library(rpart)  
library(rpart.plot)  
library(rattle)

## Loading required package: tibble

## Loading required package: bitops

## Rattle: A free graphical interface for data science with R.  
## Version 5.4.0 Copyright (c) 2006-2020 Togaware Pty Ltd.  
## Type 'rattle()' to shake, rattle, and roll your data.

training\_all<-read.csv("pml-training.csv")  
validation<-read.csv("pml-testing.csv")  
  
set.seed(2021)  
intest<-createDataPartition(y=training\_all$classe,p=0.7,list=FALSE)  
training<-training\_all[intest,]  
testing<-training[-intest,]

### Pre-pocess data

#### 1. Imputate the missing data by using KnnImpute

#### 2. Remove Near-Zero-Variance predictors

#### 3. Standarize all predictors

#### 4. Remove columns 1-6 for apparently non-related information

library(RANN)  
noNA<-preProcess(training,method = "knnImpute")  
training\_2<-predict(noNA,training)  
testing\_2<-predict(noNA,testing)  
validation\_2<-predict(noNA,validation)  
  
nzv<-nearZeroVar(training\_2,saveMetrics = TRUE)  
training\_3<-training\_2[,!nzv$nzv]  
testing\_3<-testing\_2[,!nzv$nzv]  
validation\_3<-validation\_2[,!nzv$nzv]  
  
stad<-preProcess(training\_3,method = c("center","scale"))  
training\_4<-predict(stad,training\_3)  
testing\_4<-predict(stad,testing\_3)  
validation\_4<-predict(stad,validation\_3)  
  
  
training\_5<-training\_4[,-c(1:6)]  
testing\_5<-testing\_4[,-c(1:6)]

### Use the several algorithems introdunced in this courses

#### 1. Decision Tree

modFit1<-rpart(classe~.,data=training\_5,method="class")  
fancyRpartPlot(modFit1)

## Warning: labs do not fit even at cex 0.15, there may be some overplotting

![](data:image/png;base64,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)

pred1<-predict(modFit1,testing\_5,type = "class")  
Acc\_1<-confusionMatrix(pred1,testing\_5$classe)  
Acc\_1$overall[1]

## Accuracy   
## 0.7378123

#### 2. Use Random Forests

#modFit2<-train(classe~.,data=training\_5,method="rf",)  
library(randomForest)

## Warning: package 'randomForest' was built under R version 3.6.3

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:rattle':  
##   
## importance

## The following object is masked from 'package:ggplot2':  
##   
## margin

modFit2<-randomForest(classe~.,data=training\_5)  
pred2<-predict(modFit2,testing\_5,type="class")  
Acc\_2<-confusionMatrix(pred2,testing\_5$classe)  
Acc\_2$overall[1]

## Accuracy   
## 1

#### 3. Use boosting

modFit3<-train(classe~.,data=training\_5,method="gbm")

## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1240  
## 2 1.5256 nan 0.1000 0.0886  
## 3 1.4648 nan 0.1000 0.0733  
## 4 1.4164 nan 0.1000 0.0623  
## 5 1.3755 nan 0.1000 0.0504  
## 6 1.3430 nan 0.1000 0.0475  
## 7 1.3138 nan 0.1000 0.0449  
## 8 1.2840 nan 0.1000 0.0362  
## 9 1.2608 nan 0.1000 0.0305  
## 10 1.2395 nan 0.1000 0.0312  
## 20 1.0765 nan 0.1000 0.0163  
## 40 0.8973 nan 0.1000 0.0118  
## 60 0.7885 nan 0.1000 0.0048  
## 80 0.7084 nan 0.1000 0.0046  
## 100 0.6446 nan 0.1000 0.0030  
## 120 0.5925 nan 0.1000 0.0035  
## 140 0.5494 nan 0.1000 0.0028  
## 150 0.5294 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1594  
## 2 1.5028 nan 0.1000 0.1422  
## 3 1.4129 nan 0.1000 0.1115  
## 4 1.3434 nan 0.1000 0.0974  
## 5 1.2823 nan 0.1000 0.0737  
## 6 1.2354 nan 0.1000 0.0678  
## 7 1.1926 nan 0.1000 0.0665  
## 8 1.1517 nan 0.1000 0.0611  
## 9 1.1133 nan 0.1000 0.0575  
## 10 1.0785 nan 0.1000 0.0422  
## 20 0.8628 nan 0.1000 0.0199  
## 40 0.6552 nan 0.1000 0.0120  
## 60 0.5285 nan 0.1000 0.0061  
## 80 0.4448 nan 0.1000 0.0062  
## 100 0.3807 nan 0.1000 0.0038  
## 120 0.3326 nan 0.1000 0.0029  
## 140 0.2881 nan 0.1000 0.0024  
## 150 0.2711 nan 0.1000 0.0017  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2278  
## 2 1.4627 nan 0.1000 0.1731  
## 3 1.3538 nan 0.1000 0.1313  
## 4 1.2709 nan 0.1000 0.1118  
## 5 1.2008 nan 0.1000 0.0879  
## 6 1.1442 nan 0.1000 0.0898  
## 7 1.0880 nan 0.1000 0.0664  
## 8 1.0462 nan 0.1000 0.0697  
## 9 1.0030 nan 0.1000 0.0529  
## 10 0.9683 nan 0.1000 0.0544  
## 20 0.7244 nan 0.1000 0.0251  
## 40 0.5041 nan 0.1000 0.0107  
## 60 0.3830 nan 0.1000 0.0072  
## 80 0.3045 nan 0.1000 0.0040  
## 100 0.2500 nan 0.1000 0.0036  
## 120 0.2118 nan 0.1000 0.0010  
## 140 0.1798 nan 0.1000 0.0017  
## 150 0.1664 nan 0.1000 0.0019  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1330  
## 2 1.5218 nan 0.1000 0.0902  
## 3 1.4622 nan 0.1000 0.0711  
## 4 1.4156 nan 0.1000 0.0583  
## 5 1.3784 nan 0.1000 0.0523  
## 6 1.3456 nan 0.1000 0.0458  
## 7 1.3171 nan 0.1000 0.0390  
## 8 1.2908 nan 0.1000 0.0426  
## 9 1.2634 nan 0.1000 0.0363  
## 10 1.2407 nan 0.1000 0.0298  
## 20 1.0790 nan 0.1000 0.0163  
## 40 0.9002 nan 0.1000 0.0085  
## 60 0.7932 nan 0.1000 0.0060  
## 80 0.7131 nan 0.1000 0.0056  
## 100 0.6483 nan 0.1000 0.0032  
## 120 0.5944 nan 0.1000 0.0021  
## 140 0.5502 nan 0.1000 0.0033  
## 150 0.5311 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1874  
## 2 1.4878 nan 0.1000 0.1351  
## 3 1.4015 nan 0.1000 0.1105  
## 4 1.3314 nan 0.1000 0.0850  
## 5 1.2759 nan 0.1000 0.0620  
## 6 1.2357 nan 0.1000 0.0667  
## 7 1.1930 nan 0.1000 0.0723  
## 8 1.1489 nan 0.1000 0.0615  
## 9 1.1114 nan 0.1000 0.0437  
## 10 1.0831 nan 0.1000 0.0449  
## 20 0.8633 nan 0.1000 0.0192  
## 40 0.6491 nan 0.1000 0.0149  
## 60 0.5239 nan 0.1000 0.0104  
## 80 0.4403 nan 0.1000 0.0049  
## 100 0.3764 nan 0.1000 0.0054  
## 120 0.3272 nan 0.1000 0.0035  
## 140 0.2860 nan 0.1000 0.0026  
## 150 0.2704 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2422  
## 2 1.4583 nan 0.1000 0.1621  
## 3 1.3557 nan 0.1000 0.1269  
## 4 1.2744 nan 0.1000 0.1117  
## 5 1.2046 nan 0.1000 0.1030  
## 6 1.1421 nan 0.1000 0.0773  
## 7 1.0944 nan 0.1000 0.0806  
## 8 1.0437 nan 0.1000 0.0560  
## 9 1.0079 nan 0.1000 0.0687  
## 10 0.9651 nan 0.1000 0.0543  
## 20 0.7243 nan 0.1000 0.0240  
## 40 0.4993 nan 0.1000 0.0113  
## 60 0.3801 nan 0.1000 0.0057  
## 80 0.3057 nan 0.1000 0.0048  
## 100 0.2491 nan 0.1000 0.0037  
## 120 0.2097 nan 0.1000 0.0028  
## 140 0.1760 nan 0.1000 0.0013  
## 150 0.1647 nan 0.1000 0.0013  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1324  
## 2 1.5215 nan 0.1000 0.0892  
## 3 1.4625 nan 0.1000 0.0747  
## 4 1.4143 nan 0.1000 0.0589  
## 5 1.3768 nan 0.1000 0.0503  
## 6 1.3440 nan 0.1000 0.0477  
## 7 1.3115 nan 0.1000 0.0387  
## 8 1.2860 nan 0.1000 0.0365  
## 9 1.2628 nan 0.1000 0.0378  
## 10 1.2389 nan 0.1000 0.0338  
## 20 1.0777 nan 0.1000 0.0181  
## 40 0.9025 nan 0.1000 0.0120  
## 60 0.7917 nan 0.1000 0.0050  
## 80 0.7110 nan 0.1000 0.0045  
## 100 0.6462 nan 0.1000 0.0020  
## 120 0.5947 nan 0.1000 0.0037  
## 140 0.5513 nan 0.1000 0.0021  
## 150 0.5312 nan 0.1000 0.0029  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1865  
## 2 1.4872 nan 0.1000 0.1418  
## 3 1.3984 nan 0.1000 0.1029  
## 4 1.3321 nan 0.1000 0.0916  
## 5 1.2746 nan 0.1000 0.0790  
## 6 1.2249 nan 0.1000 0.0666  
## 7 1.1836 nan 0.1000 0.0577  
## 8 1.1476 nan 0.1000 0.0469  
## 9 1.1178 nan 0.1000 0.0517  
## 10 1.0854 nan 0.1000 0.0511  
## 20 0.8658 nan 0.1000 0.0227  
## 40 0.6561 nan 0.1000 0.0136  
## 60 0.5284 nan 0.1000 0.0061  
## 80 0.4400 nan 0.1000 0.0034  
## 100 0.3804 nan 0.1000 0.0040  
## 120 0.3294 nan 0.1000 0.0023  
## 140 0.2885 nan 0.1000 0.0029  
## 150 0.2705 nan 0.1000 0.0015  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2328  
## 2 1.4600 nan 0.1000 0.1594  
## 3 1.3583 nan 0.1000 0.1296  
## 4 1.2762 nan 0.1000 0.1085  
## 5 1.2083 nan 0.1000 0.1028  
## 6 1.1452 nan 0.1000 0.0865  
## 7 1.0919 nan 0.1000 0.0733  
## 8 1.0462 nan 0.1000 0.0634  
## 9 1.0067 nan 0.1000 0.0635  
## 10 0.9684 nan 0.1000 0.0489  
## 20 0.7280 nan 0.1000 0.0205  
## 40 0.5041 nan 0.1000 0.0130  
## 60 0.3807 nan 0.1000 0.0061  
## 80 0.3043 nan 0.1000 0.0042  
## 100 0.2480 nan 0.1000 0.0034  
## 120 0.2084 nan 0.1000 0.0015  
## 140 0.1763 nan 0.1000 0.0015  
## 150 0.1644 nan 0.1000 0.0007  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1189  
## 2 1.5278 nan 0.1000 0.0886  
## 3 1.4677 nan 0.1000 0.0730  
## 4 1.4207 nan 0.1000 0.0568  
## 5 1.3832 nan 0.1000 0.0512  
## 6 1.3503 nan 0.1000 0.0410  
## 7 1.3229 nan 0.1000 0.0410  
## 8 1.2959 nan 0.1000 0.0364  
## 9 1.2726 nan 0.1000 0.0378  
## 10 1.2495 nan 0.1000 0.0312  
## 20 1.0852 nan 0.1000 0.0181  
## 40 0.9097 nan 0.1000 0.0095  
## 60 0.7970 nan 0.1000 0.0045  
## 80 0.7161 nan 0.1000 0.0049  
## 100 0.6503 nan 0.1000 0.0055  
## 120 0.5988 nan 0.1000 0.0030  
## 140 0.5535 nan 0.1000 0.0020  
## 150 0.5355 nan 0.1000 0.0022  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1564  
## 2 1.5035 nan 0.1000 0.1365  
## 3 1.4175 nan 0.1000 0.0960  
## 4 1.3549 nan 0.1000 0.0924  
## 5 1.2973 nan 0.1000 0.0809  
## 6 1.2463 nan 0.1000 0.0646  
## 7 1.2050 nan 0.1000 0.0655  
## 8 1.1653 nan 0.1000 0.0581  
## 9 1.1297 nan 0.1000 0.0510  
## 10 1.0974 nan 0.1000 0.0475  
## 20 0.8799 nan 0.1000 0.0300  
## 40 0.6574 nan 0.1000 0.0103  
## 60 0.5290 nan 0.1000 0.0065  
## 80 0.4416 nan 0.1000 0.0053  
## 100 0.3785 nan 0.1000 0.0037  
## 120 0.3271 nan 0.1000 0.0038  
## 140 0.2856 nan 0.1000 0.0012  
## 150 0.2682 nan 0.1000 0.0025  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2020  
## 2 1.4781 nan 0.1000 0.1766  
## 3 1.3670 nan 0.1000 0.1306  
## 4 1.2837 nan 0.1000 0.1082  
## 5 1.2139 nan 0.1000 0.0967  
## 6 1.1536 nan 0.1000 0.0765  
## 7 1.1059 nan 0.1000 0.0674  
## 8 1.0630 nan 0.1000 0.0757  
## 9 1.0167 nan 0.1000 0.0537  
## 10 0.9823 nan 0.1000 0.0537  
## 20 0.7398 nan 0.1000 0.0265  
## 40 0.5095 nan 0.1000 0.0105  
## 60 0.3843 nan 0.1000 0.0066  
## 80 0.3045 nan 0.1000 0.0046  
## 100 0.2509 nan 0.1000 0.0038  
## 120 0.2095 nan 0.1000 0.0013  
## 140 0.1775 nan 0.1000 0.0019  
## 150 0.1640 nan 0.1000 0.0007  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1312  
## 2 1.5214 nan 0.1000 0.0962  
## 3 1.4589 nan 0.1000 0.0701  
## 4 1.4128 nan 0.1000 0.0563  
## 5 1.3757 nan 0.1000 0.0509  
## 6 1.3434 nan 0.1000 0.0420  
## 7 1.3166 nan 0.1000 0.0475  
## 8 1.2856 nan 0.1000 0.0352  
## 9 1.2627 nan 0.1000 0.0354  
## 10 1.2408 nan 0.1000 0.0368  
## 20 1.0769 nan 0.1000 0.0178  
## 40 0.8983 nan 0.1000 0.0113  
## 60 0.7886 nan 0.1000 0.0060  
## 80 0.7090 nan 0.1000 0.0042  
## 100 0.6460 nan 0.1000 0.0035  
## 120 0.5930 nan 0.1000 0.0041  
## 140 0.5476 nan 0.1000 0.0022  
## 150 0.5281 nan 0.1000 0.0036  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1907  
## 2 1.4877 nan 0.1000 0.1378  
## 3 1.3998 nan 0.1000 0.1081  
## 4 1.3319 nan 0.1000 0.0928  
## 5 1.2735 nan 0.1000 0.0734  
## 6 1.2266 nan 0.1000 0.0678  
## 7 1.1843 nan 0.1000 0.0608  
## 8 1.1464 nan 0.1000 0.0555  
## 9 1.1119 nan 0.1000 0.0532  
## 10 1.0789 nan 0.1000 0.0455  
## 20 0.8678 nan 0.1000 0.0220  
## 40 0.6555 nan 0.1000 0.0118  
## 60 0.5287 nan 0.1000 0.0066  
## 80 0.4437 nan 0.1000 0.0056  
## 100 0.3804 nan 0.1000 0.0056  
## 120 0.3285 nan 0.1000 0.0052  
## 140 0.2888 nan 0.1000 0.0025  
## 150 0.2720 nan 0.1000 0.0020  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2213  
## 2 1.4636 nan 0.1000 0.1679  
## 3 1.3568 nan 0.1000 0.1367  
## 4 1.2705 nan 0.1000 0.1028  
## 5 1.2067 nan 0.1000 0.0984  
## 6 1.1451 nan 0.1000 0.0786  
## 7 1.0963 nan 0.1000 0.0739  
## 8 1.0495 nan 0.1000 0.0702  
## 9 1.0048 nan 0.1000 0.0604  
## 10 0.9681 nan 0.1000 0.0620  
## 20 0.7231 nan 0.1000 0.0284  
## 40 0.5034 nan 0.1000 0.0117  
## 60 0.3800 nan 0.1000 0.0060  
## 80 0.3032 nan 0.1000 0.0031  
## 100 0.2485 nan 0.1000 0.0016  
## 120 0.2095 nan 0.1000 0.0012  
## 140 0.1779 nan 0.1000 0.0009  
## 150 0.1662 nan 0.1000 0.0014  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1315  
## 2 1.5224 nan 0.1000 0.0932  
## 3 1.4627 nan 0.1000 0.0736  
## 4 1.4144 nan 0.1000 0.0538  
## 5 1.3785 nan 0.1000 0.0521  
## 6 1.3450 nan 0.1000 0.0438  
## 7 1.3172 nan 0.1000 0.0433  
## 8 1.2890 nan 0.1000 0.0370  
## 9 1.2640 nan 0.1000 0.0358  
## 10 1.2417 nan 0.1000 0.0285  
## 20 1.0781 nan 0.1000 0.0182  
## 40 0.8952 nan 0.1000 0.0086  
## 60 0.7836 nan 0.1000 0.0070  
## 80 0.7003 nan 0.1000 0.0068  
## 100 0.6384 nan 0.1000 0.0038  
## 120 0.5869 nan 0.1000 0.0032  
## 140 0.5409 nan 0.1000 0.0027  
## 150 0.5219 nan 0.1000 0.0026  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1877  
## 2 1.4877 nan 0.1000 0.1374  
## 3 1.4015 nan 0.1000 0.1082  
## 4 1.3334 nan 0.1000 0.0809  
## 5 1.2803 nan 0.1000 0.0850  
## 6 1.2274 nan 0.1000 0.0638  
## 7 1.1871 nan 0.1000 0.0624  
## 8 1.1481 nan 0.1000 0.0555  
## 9 1.1134 nan 0.1000 0.0600  
## 10 1.0766 nan 0.1000 0.0479  
## 20 0.8550 nan 0.1000 0.0243  
## 40 0.6399 nan 0.1000 0.0106  
## 60 0.5178 nan 0.1000 0.0067  
## 80 0.4322 nan 0.1000 0.0053  
## 100 0.3677 nan 0.1000 0.0043  
## 120 0.3174 nan 0.1000 0.0032  
## 140 0.2771 nan 0.1000 0.0011  
## 150 0.2622 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2415  
## 2 1.4576 nan 0.1000 0.1623  
## 3 1.3543 nan 0.1000 0.1310  
## 4 1.2719 nan 0.1000 0.1030  
## 5 1.2056 nan 0.1000 0.0952  
## 6 1.1448 nan 0.1000 0.0818  
## 7 1.0939 nan 0.1000 0.0777  
## 8 1.0448 nan 0.1000 0.0633  
## 9 1.0050 nan 0.1000 0.0673  
## 10 0.9642 nan 0.1000 0.0543  
## 20 0.7194 nan 0.1000 0.0200  
## 40 0.4929 nan 0.1000 0.0114  
## 60 0.3731 nan 0.1000 0.0063  
## 80 0.2958 nan 0.1000 0.0036  
## 100 0.2426 nan 0.1000 0.0036  
## 120 0.2039 nan 0.1000 0.0022  
## 140 0.1733 nan 0.1000 0.0019  
## 150 0.1598 nan 0.1000 0.0014  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1257  
## 2 1.5222 nan 0.1000 0.0822  
## 3 1.4657 nan 0.1000 0.0720  
## 4 1.4186 nan 0.1000 0.0567  
## 5 1.3810 nan 0.1000 0.0476  
## 6 1.3501 nan 0.1000 0.0456  
## 7 1.3193 nan 0.1000 0.0428  
## 8 1.2924 nan 0.1000 0.0374  
## 9 1.2684 nan 0.1000 0.0318  
## 10 1.2482 nan 0.1000 0.0344  
## 20 1.0843 nan 0.1000 0.0178  
## 40 0.9037 nan 0.1000 0.0105  
## 60 0.7923 nan 0.1000 0.0067  
## 80 0.7098 nan 0.1000 0.0048  
## 100 0.6465 nan 0.1000 0.0044  
## 120 0.5941 nan 0.1000 0.0024  
## 140 0.5503 nan 0.1000 0.0029  
## 150 0.5302 nan 0.1000 0.0021  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1561  
## 2 1.5025 nan 0.1000 0.1408  
## 3 1.4131 nan 0.1000 0.1127  
## 4 1.3416 nan 0.1000 0.0802  
## 5 1.2896 nan 0.1000 0.0860  
## 6 1.2358 nan 0.1000 0.0649  
## 7 1.1942 nan 0.1000 0.0570  
## 8 1.1585 nan 0.1000 0.0587  
## 9 1.1221 nan 0.1000 0.0547  
## 10 1.0893 nan 0.1000 0.0424  
## 20 0.8666 nan 0.1000 0.0229  
## 40 0.6448 nan 0.1000 0.0095  
## 60 0.5225 nan 0.1000 0.0074  
## 80 0.4391 nan 0.1000 0.0040  
## 100 0.3724 nan 0.1000 0.0048  
## 120 0.3247 nan 0.1000 0.0023  
## 140 0.2854 nan 0.1000 0.0017  
## 150 0.2669 nan 0.1000 0.0012  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2293  
## 2 1.4613 nan 0.1000 0.1690  
## 3 1.3531 nan 0.1000 0.1244  
## 4 1.2738 nan 0.1000 0.1080  
## 5 1.2070 nan 0.1000 0.0928  
## 6 1.1474 nan 0.1000 0.0814  
## 7 1.0967 nan 0.1000 0.0742  
## 8 1.0496 nan 0.1000 0.0660  
## 9 1.0091 nan 0.1000 0.0679  
## 10 0.9653 nan 0.1000 0.0523  
## 20 0.7284 nan 0.1000 0.0315  
## 40 0.5034 nan 0.1000 0.0121  
## 60 0.3829 nan 0.1000 0.0093  
## 80 0.3004 nan 0.1000 0.0053  
## 100 0.2438 nan 0.1000 0.0034  
## 120 0.2011 nan 0.1000 0.0019  
## 140 0.1719 nan 0.1000 0.0015  
## 150 0.1585 nan 0.1000 0.0023  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1262  
## 2 1.5247 nan 0.1000 0.0934  
## 3 1.4642 nan 0.1000 0.0708  
## 4 1.4171 nan 0.1000 0.0594  
## 5 1.3786 nan 0.1000 0.0475  
## 6 1.3477 nan 0.1000 0.0386  
## 7 1.3223 nan 0.1000 0.0425  
## 8 1.2931 nan 0.1000 0.0342  
## 9 1.2707 nan 0.1000 0.0354  
## 10 1.2489 nan 0.1000 0.0334  
## 20 1.0839 nan 0.1000 0.0179  
## 40 0.9047 nan 0.1000 0.0111  
## 60 0.7933 nan 0.1000 0.0046  
## 80 0.7124 nan 0.1000 0.0048  
## 100 0.6499 nan 0.1000 0.0038  
## 120 0.5965 nan 0.1000 0.0040  
## 140 0.5505 nan 0.1000 0.0021  
## 150 0.5310 nan 0.1000 0.0022  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1886  
## 2 1.4887 nan 0.1000 0.1341  
## 3 1.4034 nan 0.1000 0.1124  
## 4 1.3328 nan 0.1000 0.0896  
## 5 1.2758 nan 0.1000 0.0720  
## 6 1.2300 nan 0.1000 0.0630  
## 7 1.1890 nan 0.1000 0.0655  
## 8 1.1477 nan 0.1000 0.0503  
## 9 1.1155 nan 0.1000 0.0581  
## 10 1.0795 nan 0.1000 0.0425  
## 20 0.8688 nan 0.1000 0.0228  
## 40 0.6556 nan 0.1000 0.0108  
## 60 0.5336 nan 0.1000 0.0071  
## 80 0.4450 nan 0.1000 0.0059  
## 100 0.3797 nan 0.1000 0.0038  
## 120 0.3271 nan 0.1000 0.0045  
## 140 0.2865 nan 0.1000 0.0025  
## 150 0.2688 nan 0.1000 0.0034  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2351  
## 2 1.4599 nan 0.1000 0.1617  
## 3 1.3564 nan 0.1000 0.1326  
## 4 1.2731 nan 0.1000 0.1092  
## 5 1.2046 nan 0.1000 0.0883  
## 6 1.1502 nan 0.1000 0.0906  
## 7 1.0945 nan 0.1000 0.0714  
## 8 1.0504 nan 0.1000 0.0643  
## 9 1.0100 nan 0.1000 0.0648  
## 10 0.9697 nan 0.1000 0.0502  
## 20 0.7346 nan 0.1000 0.0300  
## 40 0.5085 nan 0.1000 0.0111  
## 60 0.3809 nan 0.1000 0.0067  
## 80 0.3048 nan 0.1000 0.0028  
## 100 0.2501 nan 0.1000 0.0039  
## 120 0.2098 nan 0.1000 0.0024  
## 140 0.1764 nan 0.1000 0.0021  
## 150 0.1617 nan 0.1000 0.0008  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1303  
## 2 1.5229 nan 0.1000 0.0961  
## 3 1.4615 nan 0.1000 0.0682  
## 4 1.4165 nan 0.1000 0.0593  
## 5 1.3776 nan 0.1000 0.0476  
## 6 1.3464 nan 0.1000 0.0494  
## 7 1.3135 nan 0.1000 0.0338  
## 8 1.2913 nan 0.1000 0.0370  
## 9 1.2662 nan 0.1000 0.0405  
## 10 1.2407 nan 0.1000 0.0320  
## 20 1.0803 nan 0.1000 0.0171  
## 40 0.9033 nan 0.1000 0.0111  
## 60 0.7933 nan 0.1000 0.0087  
## 80 0.7101 nan 0.1000 0.0044  
## 100 0.6469 nan 0.1000 0.0052  
## 120 0.5925 nan 0.1000 0.0037  
## 140 0.5459 nan 0.1000 0.0030  
## 150 0.5250 nan 0.1000 0.0026  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1879  
## 2 1.4895 nan 0.1000 0.1314  
## 3 1.4029 nan 0.1000 0.1063  
## 4 1.3354 nan 0.1000 0.0921  
## 5 1.2777 nan 0.1000 0.0752  
## 6 1.2303 nan 0.1000 0.0678  
## 7 1.1873 nan 0.1000 0.0558  
## 8 1.1516 nan 0.1000 0.0552  
## 9 1.1160 nan 0.1000 0.0550  
## 10 1.0819 nan 0.1000 0.0478  
## 20 0.8648 nan 0.1000 0.0227  
## 40 0.6525 nan 0.1000 0.0108  
## 60 0.5257 nan 0.1000 0.0060  
## 80 0.4336 nan 0.1000 0.0055  
## 100 0.3716 nan 0.1000 0.0029  
## 120 0.3232 nan 0.1000 0.0026  
## 140 0.2847 nan 0.1000 0.0025  
## 150 0.2663 nan 0.1000 0.0025  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2323  
## 2 1.4601 nan 0.1000 0.1684  
## 3 1.3555 nan 0.1000 0.1232  
## 4 1.2762 nan 0.1000 0.1083  
## 5 1.2085 nan 0.1000 0.0887  
## 6 1.1533 nan 0.1000 0.0884  
## 7 1.0987 nan 0.1000 0.0746  
## 8 1.0521 nan 0.1000 0.0640  
## 9 1.0123 nan 0.1000 0.0552  
## 10 0.9772 nan 0.1000 0.0540  
## 20 0.7279 nan 0.1000 0.0238  
## 40 0.4970 nan 0.1000 0.0102  
## 60 0.3733 nan 0.1000 0.0069  
## 80 0.2964 nan 0.1000 0.0035  
## 100 0.2435 nan 0.1000 0.0021  
## 120 0.2027 nan 0.1000 0.0017  
## 140 0.1730 nan 0.1000 0.0019  
## 150 0.1600 nan 0.1000 0.0007  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1295  
## 2 1.5228 nan 0.1000 0.0916  
## 3 1.4614 nan 0.1000 0.0702  
## 4 1.4149 nan 0.1000 0.0555  
## 5 1.3787 nan 0.1000 0.0443  
## 6 1.3495 nan 0.1000 0.0418  
## 7 1.3218 nan 0.1000 0.0430  
## 8 1.2927 nan 0.1000 0.0414  
## 9 1.2674 nan 0.1000 0.0348  
## 10 1.2445 nan 0.1000 0.0325  
## 20 1.0791 nan 0.1000 0.0189  
## 40 0.9006 nan 0.1000 0.0122  
## 60 0.7899 nan 0.1000 0.0068  
## 80 0.7079 nan 0.1000 0.0047  
## 100 0.6456 nan 0.1000 0.0042  
## 120 0.5933 nan 0.1000 0.0020  
## 140 0.5504 nan 0.1000 0.0024  
## 150 0.5306 nan 0.1000 0.0035  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1803  
## 2 1.4902 nan 0.1000 0.1418  
## 3 1.3995 nan 0.1000 0.1012  
## 4 1.3337 nan 0.1000 0.0997  
## 5 1.2726 nan 0.1000 0.0731  
## 6 1.2257 nan 0.1000 0.0724  
## 7 1.1822 nan 0.1000 0.0593  
## 8 1.1453 nan 0.1000 0.0624  
## 9 1.1070 nan 0.1000 0.0532  
## 10 1.0741 nan 0.1000 0.0444  
## 20 0.8610 nan 0.1000 0.0233  
## 40 0.6546 nan 0.1000 0.0130  
## 60 0.5244 nan 0.1000 0.0074  
## 80 0.4406 nan 0.1000 0.0030  
## 100 0.3767 nan 0.1000 0.0037  
## 120 0.3249 nan 0.1000 0.0022  
## 140 0.2855 nan 0.1000 0.0029  
## 150 0.2686 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2393  
## 2 1.4583 nan 0.1000 0.1490  
## 3 1.3630 nan 0.1000 0.1318  
## 4 1.2798 nan 0.1000 0.1096  
## 5 1.2094 nan 0.1000 0.0881  
## 6 1.1532 nan 0.1000 0.0795  
## 7 1.1035 nan 0.1000 0.0781  
## 8 1.0556 nan 0.1000 0.0758  
## 9 1.0079 nan 0.1000 0.0701  
## 10 0.9634 nan 0.1000 0.0460  
## 20 0.7251 nan 0.1000 0.0304  
## 40 0.4989 nan 0.1000 0.0088  
## 60 0.3769 nan 0.1000 0.0053  
## 80 0.2977 nan 0.1000 0.0033  
## 100 0.2432 nan 0.1000 0.0025  
## 120 0.2017 nan 0.1000 0.0010  
## 140 0.1723 nan 0.1000 0.0024  
## 150 0.1583 nan 0.1000 0.0021  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1309  
## 2 1.5234 nan 0.1000 0.0950  
## 3 1.4616 nan 0.1000 0.0693  
## 4 1.4163 nan 0.1000 0.0584  
## 5 1.3779 nan 0.1000 0.0477  
## 6 1.3467 nan 0.1000 0.0411  
## 7 1.3194 nan 0.1000 0.0454  
## 8 1.2897 nan 0.1000 0.0404  
## 9 1.2633 nan 0.1000 0.0324  
## 10 1.2424 nan 0.1000 0.0281  
## 20 1.0832 nan 0.1000 0.0166  
## 40 0.9066 nan 0.1000 0.0089  
## 60 0.7957 nan 0.1000 0.0064  
## 80 0.7157 nan 0.1000 0.0054  
## 100 0.6495 nan 0.1000 0.0037  
## 120 0.5962 nan 0.1000 0.0018  
## 140 0.5523 nan 0.1000 0.0020  
## 150 0.5336 nan 0.1000 0.0021  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1788  
## 2 1.4921 nan 0.1000 0.1380  
## 3 1.4036 nan 0.1000 0.1081  
## 4 1.3355 nan 0.1000 0.0873  
## 5 1.2802 nan 0.1000 0.0692  
## 6 1.2364 nan 0.1000 0.0691  
## 7 1.1930 nan 0.1000 0.0603  
## 8 1.1541 nan 0.1000 0.0520  
## 9 1.1209 nan 0.1000 0.0477  
## 10 1.0906 nan 0.1000 0.0523  
## 20 0.8701 nan 0.1000 0.0254  
## 40 0.6565 nan 0.1000 0.0113  
## 60 0.5341 nan 0.1000 0.0086  
## 80 0.4448 nan 0.1000 0.0058  
## 100 0.3807 nan 0.1000 0.0043  
## 120 0.3301 nan 0.1000 0.0031  
## 140 0.2906 nan 0.1000 0.0023  
## 150 0.2745 nan 0.1000 0.0019  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2343  
## 2 1.4622 nan 0.1000 0.1642  
## 3 1.3596 nan 0.1000 0.1264  
## 4 1.2792 nan 0.1000 0.1057  
## 5 1.2114 nan 0.1000 0.0976  
## 6 1.1508 nan 0.1000 0.0894  
## 7 1.0951 nan 0.1000 0.0718  
## 8 1.0490 nan 0.1000 0.0623  
## 9 1.0101 nan 0.1000 0.0665  
## 10 0.9697 nan 0.1000 0.0500  
## 20 0.7297 nan 0.1000 0.0254  
## 40 0.5033 nan 0.1000 0.0154  
## 60 0.3806 nan 0.1000 0.0098  
## 80 0.3032 nan 0.1000 0.0029  
## 100 0.2485 nan 0.1000 0.0025  
## 120 0.2086 nan 0.1000 0.0016  
## 140 0.1775 nan 0.1000 0.0020  
## 150 0.1627 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1239  
## 2 1.5257 nan 0.1000 0.0935  
## 3 1.4635 nan 0.1000 0.0692  
## 4 1.4184 nan 0.1000 0.0588  
## 5 1.3809 nan 0.1000 0.0469  
## 6 1.3510 nan 0.1000 0.0429  
## 7 1.3239 nan 0.1000 0.0396  
## 8 1.2985 nan 0.1000 0.0413  
## 9 1.2719 nan 0.1000 0.0345  
## 10 1.2489 nan 0.1000 0.0288  
## 20 1.0846 nan 0.1000 0.0164  
## 40 0.9089 nan 0.1000 0.0096  
## 60 0.7980 nan 0.1000 0.0073  
## 80 0.7144 nan 0.1000 0.0036  
## 100 0.6513 nan 0.1000 0.0035  
## 120 0.5997 nan 0.1000 0.0026  
## 140 0.5547 nan 0.1000 0.0021  
## 150 0.5362 nan 0.1000 0.0020  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1860  
## 2 1.4874 nan 0.1000 0.1288  
## 3 1.4035 nan 0.1000 0.1103  
## 4 1.3333 nan 0.1000 0.0907  
## 5 1.2760 nan 0.1000 0.0732  
## 6 1.2298 nan 0.1000 0.0679  
## 7 1.1868 nan 0.1000 0.0523  
## 8 1.1529 nan 0.1000 0.0503  
## 9 1.1216 nan 0.1000 0.0587  
## 10 1.0861 nan 0.1000 0.0448  
## 20 0.8675 nan 0.1000 0.0278  
## 40 0.6590 nan 0.1000 0.0112  
## 60 0.5338 nan 0.1000 0.0075  
## 80 0.4495 nan 0.1000 0.0061  
## 100 0.3848 nan 0.1000 0.0035  
## 120 0.3299 nan 0.1000 0.0028  
## 140 0.2883 nan 0.1000 0.0032  
## 150 0.2726 nan 0.1000 0.0018  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2169  
## 2 1.4689 nan 0.1000 0.1756  
## 3 1.3589 nan 0.1000 0.1223  
## 4 1.2796 nan 0.1000 0.1129  
## 5 1.2101 nan 0.1000 0.0967  
## 6 1.1509 nan 0.1000 0.0790  
## 7 1.1005 nan 0.1000 0.0649  
## 8 1.0587 nan 0.1000 0.0644  
## 9 1.0180 nan 0.1000 0.0616  
## 10 0.9794 nan 0.1000 0.0530  
## 20 0.7381 nan 0.1000 0.0247  
## 40 0.5139 nan 0.1000 0.0113  
## 60 0.3856 nan 0.1000 0.0059  
## 80 0.3073 nan 0.1000 0.0046  
## 100 0.2484 nan 0.1000 0.0028  
## 120 0.2073 nan 0.1000 0.0025  
## 140 0.1746 nan 0.1000 0.0014  
## 150 0.1617 nan 0.1000 0.0013  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1246  
## 2 1.5259 nan 0.1000 0.0960  
## 3 1.4639 nan 0.1000 0.0725  
## 4 1.4174 nan 0.1000 0.0634  
## 5 1.3764 nan 0.1000 0.0527  
## 6 1.3434 nan 0.1000 0.0385  
## 7 1.3175 nan 0.1000 0.0380  
## 8 1.2913 nan 0.1000 0.0402  
## 9 1.2668 nan 0.1000 0.0389  
## 10 1.2423 nan 0.1000 0.0308  
## 20 1.0783 nan 0.1000 0.0187  
## 40 0.8997 nan 0.1000 0.0103  
## 60 0.7875 nan 0.1000 0.0077  
## 80 0.7066 nan 0.1000 0.0057  
## 100 0.6421 nan 0.1000 0.0032  
## 120 0.5892 nan 0.1000 0.0032  
## 140 0.5434 nan 0.1000 0.0028  
## 150 0.5231 nan 0.1000 0.0024  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1879  
## 2 1.4890 nan 0.1000 0.1357  
## 3 1.4020 nan 0.1000 0.1087  
## 4 1.3329 nan 0.1000 0.0945  
## 5 1.2739 nan 0.1000 0.0726  
## 6 1.2267 nan 0.1000 0.0705  
## 7 1.1831 nan 0.1000 0.0590  
## 8 1.1451 nan 0.1000 0.0628  
## 9 1.1063 nan 0.1000 0.0483  
## 10 1.0756 nan 0.1000 0.0462  
## 20 0.8581 nan 0.1000 0.0242  
## 40 0.6439 nan 0.1000 0.0118  
## 60 0.5186 nan 0.1000 0.0065  
## 80 0.4351 nan 0.1000 0.0055  
## 100 0.3718 nan 0.1000 0.0045  
## 120 0.3217 nan 0.1000 0.0023  
## 140 0.2828 nan 0.1000 0.0025  
## 150 0.2657 nan 0.1000 0.0026  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2333  
## 2 1.4613 nan 0.1000 0.1696  
## 3 1.3553 nan 0.1000 0.1309  
## 4 1.2740 nan 0.1000 0.1039  
## 5 1.2078 nan 0.1000 0.0972  
## 6 1.1474 nan 0.1000 0.0806  
## 7 1.0964 nan 0.1000 0.0825  
## 8 1.0458 nan 0.1000 0.0609  
## 9 1.0080 nan 0.1000 0.0578  
## 10 0.9720 nan 0.1000 0.0602  
## 20 0.7204 nan 0.1000 0.0236  
## 40 0.4952 nan 0.1000 0.0113  
## 60 0.3748 nan 0.1000 0.0082  
## 80 0.2963 nan 0.1000 0.0048  
## 100 0.2438 nan 0.1000 0.0028  
## 120 0.2027 nan 0.1000 0.0017  
## 140 0.1741 nan 0.1000 0.0020  
## 150 0.1623 nan 0.1000 0.0013  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1310  
## 2 1.5241 nan 0.1000 0.0894  
## 3 1.4656 nan 0.1000 0.0748  
## 4 1.4166 nan 0.1000 0.0635  
## 5 1.3758 nan 0.1000 0.0488  
## 6 1.3443 nan 0.1000 0.0477  
## 7 1.3133 nan 0.1000 0.0381  
## 8 1.2888 nan 0.1000 0.0419  
## 9 1.2640 nan 0.1000 0.0352  
## 10 1.2404 nan 0.1000 0.0366  
## 20 1.0742 nan 0.1000 0.0182  
## 40 0.8933 nan 0.1000 0.0118  
## 60 0.7833 nan 0.1000 0.0078  
## 80 0.7015 nan 0.1000 0.0048  
## 100 0.6390 nan 0.1000 0.0042  
## 120 0.5874 nan 0.1000 0.0036  
## 140 0.5421 nan 0.1000 0.0026  
## 150 0.5225 nan 0.1000 0.0022  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1824  
## 2 1.4900 nan 0.1000 0.1444  
## 3 1.3978 nan 0.1000 0.0974  
## 4 1.3356 nan 0.1000 0.0905  
## 5 1.2776 nan 0.1000 0.0663  
## 6 1.2344 nan 0.1000 0.0717  
## 7 1.1886 nan 0.1000 0.0617  
## 8 1.1498 nan 0.1000 0.0576  
## 9 1.1137 nan 0.1000 0.0569  
## 10 1.0795 nan 0.1000 0.0480  
## 20 0.8607 nan 0.1000 0.0249  
## 40 0.6436 nan 0.1000 0.0100  
## 60 0.5178 nan 0.1000 0.0070  
## 80 0.4320 nan 0.1000 0.0048  
## 100 0.3681 nan 0.1000 0.0054  
## 120 0.3191 nan 0.1000 0.0029  
## 140 0.2808 nan 0.1000 0.0017  
## 150 0.2643 nan 0.1000 0.0015  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2127  
## 2 1.4720 nan 0.1000 0.1618  
## 3 1.3712 nan 0.1000 0.1372  
## 4 1.2838 nan 0.1000 0.1141  
## 5 1.2124 nan 0.1000 0.0907  
## 6 1.1556 nan 0.1000 0.0853  
## 7 1.1025 nan 0.1000 0.0759  
## 8 1.0555 nan 0.1000 0.0665  
## 9 1.0127 nan 0.1000 0.0688  
## 10 0.9715 nan 0.1000 0.0586  
## 20 0.7136 nan 0.1000 0.0201  
## 40 0.4914 nan 0.1000 0.0146  
## 60 0.3677 nan 0.1000 0.0054  
## 80 0.2928 nan 0.1000 0.0040  
## 100 0.2426 nan 0.1000 0.0033  
## 120 0.2024 nan 0.1000 0.0018  
## 140 0.1705 nan 0.1000 0.0014  
## 150 0.1587 nan 0.1000 0.0010  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1283  
## 2 1.5227 nan 0.1000 0.0941  
## 3 1.4608 nan 0.1000 0.0676  
## 4 1.4153 nan 0.1000 0.0591  
## 5 1.3762 nan 0.1000 0.0496  
## 6 1.3444 nan 0.1000 0.0440  
## 7 1.3164 nan 0.1000 0.0431  
## 8 1.2879 nan 0.1000 0.0385  
## 9 1.2621 nan 0.1000 0.0320  
## 10 1.2411 nan 0.1000 0.0302  
## 20 1.0771 nan 0.1000 0.0203  
## 40 0.8958 nan 0.1000 0.0106  
## 60 0.7831 nan 0.1000 0.0061  
## 80 0.7038 nan 0.1000 0.0044  
## 100 0.6392 nan 0.1000 0.0029  
## 120 0.5877 nan 0.1000 0.0030  
## 140 0.5440 nan 0.1000 0.0032  
## 150 0.5241 nan 0.1000 0.0020  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1861  
## 2 1.4874 nan 0.1000 0.1345  
## 3 1.4013 nan 0.1000 0.1010  
## 4 1.3343 nan 0.1000 0.0947  
## 5 1.2754 nan 0.1000 0.0771  
## 6 1.2258 nan 0.1000 0.0681  
## 7 1.1837 nan 0.1000 0.0584  
## 8 1.1457 nan 0.1000 0.0616  
## 9 1.1077 nan 0.1000 0.0496  
## 10 1.0770 nan 0.1000 0.0429  
## 20 0.8588 nan 0.1000 0.0237  
## 40 0.6425 nan 0.1000 0.0116  
## 60 0.5201 nan 0.1000 0.0088  
## 80 0.4315 nan 0.1000 0.0051  
## 100 0.3652 nan 0.1000 0.0054  
## 120 0.3147 nan 0.1000 0.0035  
## 140 0.2742 nan 0.1000 0.0019  
## 150 0.2581 nan 0.1000 0.0015  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2366  
## 2 1.4593 nan 0.1000 0.1469  
## 3 1.3652 nan 0.1000 0.1337  
## 4 1.2809 nan 0.1000 0.1052  
## 5 1.2134 nan 0.1000 0.0999  
## 6 1.1517 nan 0.1000 0.0882  
## 7 1.0970 nan 0.1000 0.0672  
## 8 1.0545 nan 0.1000 0.0764  
## 9 1.0073 nan 0.1000 0.0607  
## 10 0.9694 nan 0.1000 0.0609  
## 20 0.7250 nan 0.1000 0.0200  
## 40 0.4979 nan 0.1000 0.0126  
## 60 0.3756 nan 0.1000 0.0063  
## 80 0.2967 nan 0.1000 0.0043  
## 100 0.2460 nan 0.1000 0.0021  
## 120 0.2038 nan 0.1000 0.0025  
## 140 0.1738 nan 0.1000 0.0018  
## 150 0.1604 nan 0.1000 0.0023  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1241  
## 2 1.5254 nan 0.1000 0.0947  
## 3 1.4659 nan 0.1000 0.0720  
## 4 1.4200 nan 0.1000 0.0602  
## 5 1.3816 nan 0.1000 0.0491  
## 6 1.3502 nan 0.1000 0.0436  
## 7 1.3209 nan 0.1000 0.0416  
## 8 1.2946 nan 0.1000 0.0345  
## 9 1.2725 nan 0.1000 0.0332  
## 10 1.2502 nan 0.1000 0.0372  
## 20 1.0864 nan 0.1000 0.0182  
## 40 0.9015 nan 0.1000 0.0112  
## 60 0.7905 nan 0.1000 0.0061  
## 80 0.7102 nan 0.1000 0.0044  
## 100 0.6473 nan 0.1000 0.0049  
## 120 0.5963 nan 0.1000 0.0038  
## 140 0.5511 nan 0.1000 0.0023  
## 150 0.5309 nan 0.1000 0.0023  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1885  
## 2 1.4905 nan 0.1000 0.1299  
## 3 1.4056 nan 0.1000 0.1138  
## 4 1.3356 nan 0.1000 0.0839  
## 5 1.2813 nan 0.1000 0.0817  
## 6 1.2311 nan 0.1000 0.0655  
## 7 1.1892 nan 0.1000 0.0560  
## 8 1.1526 nan 0.1000 0.0563  
## 9 1.1172 nan 0.1000 0.0537  
## 10 1.0825 nan 0.1000 0.0431  
## 20 0.8673 nan 0.1000 0.0201  
## 40 0.6560 nan 0.1000 0.0108  
## 60 0.5285 nan 0.1000 0.0076  
## 80 0.4414 nan 0.1000 0.0050  
## 100 0.3774 nan 0.1000 0.0039  
## 120 0.3271 nan 0.1000 0.0035  
## 140 0.2883 nan 0.1000 0.0022  
## 150 0.2727 nan 0.1000 0.0021  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2335  
## 2 1.4624 nan 0.1000 0.1614  
## 3 1.3589 nan 0.1000 0.1254  
## 4 1.2798 nan 0.1000 0.1110  
## 5 1.2115 nan 0.1000 0.0929  
## 6 1.1538 nan 0.1000 0.0853  
## 7 1.1005 nan 0.1000 0.0815  
## 8 1.0504 nan 0.1000 0.0646  
## 9 1.0103 nan 0.1000 0.0589  
## 10 0.9741 nan 0.1000 0.0593  
## 20 0.7350 nan 0.1000 0.0278  
## 40 0.5095 nan 0.1000 0.0103  
## 60 0.3861 nan 0.1000 0.0056  
## 80 0.3024 nan 0.1000 0.0047  
## 100 0.2496 nan 0.1000 0.0040  
## 120 0.2080 nan 0.1000 0.0011  
## 140 0.1773 nan 0.1000 0.0019  
## 150 0.1640 nan 0.1000 0.0012  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1242  
## 2 1.5259 nan 0.1000 0.0950  
## 3 1.4627 nan 0.1000 0.0732  
## 4 1.4152 nan 0.1000 0.0614  
## 5 1.3756 nan 0.1000 0.0498  
## 6 1.3434 nan 0.1000 0.0446  
## 7 1.3161 nan 0.1000 0.0394  
## 8 1.2885 nan 0.1000 0.0388  
## 9 1.2640 nan 0.1000 0.0362  
## 10 1.2409 nan 0.1000 0.0334  
## 20 1.0756 nan 0.1000 0.0160  
## 40 0.8991 nan 0.1000 0.0088  
## 60 0.7903 nan 0.1000 0.0061  
## 80 0.7092 nan 0.1000 0.0062  
## 100 0.6442 nan 0.1000 0.0039  
## 120 0.5916 nan 0.1000 0.0036  
## 140 0.5478 nan 0.1000 0.0017  
## 150 0.5288 nan 0.1000 0.0026  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1906  
## 2 1.4881 nan 0.1000 0.1337  
## 3 1.4015 nan 0.1000 0.1071  
## 4 1.3336 nan 0.1000 0.0917  
## 5 1.2743 nan 0.1000 0.0758  
## 6 1.2268 nan 0.1000 0.0718  
## 7 1.1828 nan 0.1000 0.0596  
## 8 1.1443 nan 0.1000 0.0643  
## 9 1.1053 nan 0.1000 0.0358  
## 10 1.0811 nan 0.1000 0.0479  
## 20 0.8623 nan 0.1000 0.0333  
## 40 0.6466 nan 0.1000 0.0095  
## 60 0.5239 nan 0.1000 0.0047  
## 80 0.4367 nan 0.1000 0.0049  
## 100 0.3697 nan 0.1000 0.0032  
## 120 0.3215 nan 0.1000 0.0029  
## 140 0.2823 nan 0.1000 0.0017  
## 150 0.2652 nan 0.1000 0.0027  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2355  
## 2 1.4603 nan 0.1000 0.1631  
## 3 1.3563 nan 0.1000 0.1313  
## 4 1.2741 nan 0.1000 0.1063  
## 5 1.2064 nan 0.1000 0.0940  
## 6 1.1468 nan 0.1000 0.0843  
## 7 1.0954 nan 0.1000 0.0769  
## 8 1.0470 nan 0.1000 0.0748  
## 9 0.9982 nan 0.1000 0.0526  
## 10 0.9654 nan 0.1000 0.0562  
## 20 0.7207 nan 0.1000 0.0209  
## 40 0.5043 nan 0.1000 0.0114  
## 60 0.3752 nan 0.1000 0.0065  
## 80 0.2966 nan 0.1000 0.0043  
## 100 0.2441 nan 0.1000 0.0032  
## 120 0.2047 nan 0.1000 0.0017  
## 140 0.1739 nan 0.1000 0.0012  
## 150 0.1610 nan 0.1000 0.0017  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1338  
## 2 1.5216 nan 0.1000 0.0947  
## 3 1.4588 nan 0.1000 0.0723  
## 4 1.4114 nan 0.1000 0.0584  
## 5 1.3744 nan 0.1000 0.0470  
## 6 1.3436 nan 0.1000 0.0449  
## 7 1.3150 nan 0.1000 0.0426  
## 8 1.2865 nan 0.1000 0.0354  
## 9 1.2632 nan 0.1000 0.0325  
## 10 1.2413 nan 0.1000 0.0335  
## 20 1.0795 nan 0.1000 0.0178  
## 40 0.9022 nan 0.1000 0.0094  
## 60 0.7950 nan 0.1000 0.0071  
## 80 0.7157 nan 0.1000 0.0053  
## 100 0.6512 nan 0.1000 0.0053  
## 120 0.5980 nan 0.1000 0.0030  
## 140 0.5538 nan 0.1000 0.0019  
## 150 0.5358 nan 0.1000 0.0023  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1616  
## 2 1.5019 nan 0.1000 0.1381  
## 3 1.4138 nan 0.1000 0.1094  
## 4 1.3448 nan 0.1000 0.0875  
## 5 1.2900 nan 0.1000 0.0791  
## 6 1.2401 nan 0.1000 0.0732  
## 7 1.1947 nan 0.1000 0.0627  
## 8 1.1552 nan 0.1000 0.0513  
## 9 1.1234 nan 0.1000 0.0524  
## 10 1.0906 nan 0.1000 0.0446  
## 20 0.8706 nan 0.1000 0.0224  
## 40 0.6552 nan 0.1000 0.0113  
## 60 0.5321 nan 0.1000 0.0093  
## 80 0.4448 nan 0.1000 0.0058  
## 100 0.3828 nan 0.1000 0.0035  
## 120 0.3320 nan 0.1000 0.0021  
## 140 0.2918 nan 0.1000 0.0010  
## 150 0.2752 nan 0.1000 0.0033  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2375  
## 2 1.4604 nan 0.1000 0.1558  
## 3 1.3642 nan 0.1000 0.1161  
## 4 1.2912 nan 0.1000 0.1122  
## 5 1.2213 nan 0.1000 0.1008  
## 6 1.1593 nan 0.1000 0.0881  
## 7 1.1052 nan 0.1000 0.0729  
## 8 1.0598 nan 0.1000 0.0601  
## 9 1.0221 nan 0.1000 0.0710  
## 10 0.9788 nan 0.1000 0.0586  
## 20 0.7344 nan 0.1000 0.0209  
## 40 0.5108 nan 0.1000 0.0168  
## 60 0.3845 nan 0.1000 0.0062  
## 80 0.3067 nan 0.1000 0.0033  
## 100 0.2528 nan 0.1000 0.0023  
## 120 0.2110 nan 0.1000 0.0020  
## 140 0.1785 nan 0.1000 0.0009  
## 150 0.1660 nan 0.1000 0.0017  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1272  
## 2 1.5233 nan 0.1000 0.0908  
## 3 1.4637 nan 0.1000 0.0707  
## 4 1.4179 nan 0.1000 0.0567  
## 5 1.3803 nan 0.1000 0.0439  
## 6 1.3510 nan 0.1000 0.0480  
## 7 1.3215 nan 0.1000 0.0392  
## 8 1.2947 nan 0.1000 0.0409  
## 9 1.2684 nan 0.1000 0.0327  
## 10 1.2474 nan 0.1000 0.0311  
## 20 1.0856 nan 0.1000 0.0181  
## 40 0.9069 nan 0.1000 0.0111  
## 60 0.7965 nan 0.1000 0.0060  
## 80 0.7165 nan 0.1000 0.0041  
## 100 0.6501 nan 0.1000 0.0034  
## 120 0.5968 nan 0.1000 0.0040  
## 140 0.5515 nan 0.1000 0.0028  
## 150 0.5308 nan 0.1000 0.0023  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1854  
## 2 1.4900 nan 0.1000 0.1357  
## 3 1.4029 nan 0.1000 0.1039  
## 4 1.3361 nan 0.1000 0.0861  
## 5 1.2806 nan 0.1000 0.0746  
## 6 1.2331 nan 0.1000 0.0708  
## 7 1.1884 nan 0.1000 0.0627  
## 8 1.1499 nan 0.1000 0.0516  
## 9 1.1166 nan 0.1000 0.0553  
## 10 1.0818 nan 0.1000 0.0476  
## 20 0.8692 nan 0.1000 0.0245  
## 40 0.6571 nan 0.1000 0.0132  
## 60 0.5282 nan 0.1000 0.0075  
## 80 0.4424 nan 0.1000 0.0024  
## 100 0.3826 nan 0.1000 0.0039  
## 120 0.3322 nan 0.1000 0.0032  
## 140 0.2945 nan 0.1000 0.0028  
## 150 0.2756 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2348  
## 2 1.4593 nan 0.1000 0.1611  
## 3 1.3581 nan 0.1000 0.1200  
## 4 1.2793 nan 0.1000 0.1034  
## 5 1.2129 nan 0.1000 0.0870  
## 6 1.1568 nan 0.1000 0.0939  
## 7 1.0995 nan 0.1000 0.0748  
## 8 1.0521 nan 0.1000 0.0625  
## 9 1.0124 nan 0.1000 0.0559  
## 10 0.9774 nan 0.1000 0.0491  
## 20 0.7353 nan 0.1000 0.0270  
## 40 0.4989 nan 0.1000 0.0088  
## 60 0.3832 nan 0.1000 0.0052  
## 80 0.3040 nan 0.1000 0.0042  
## 100 0.2504 nan 0.1000 0.0027  
## 120 0.2091 nan 0.1000 0.0018  
## 140 0.1774 nan 0.1000 0.0021  
## 150 0.1635 nan 0.1000 0.0015  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1311  
## 2 1.5220 nan 0.1000 0.0917  
## 3 1.4616 nan 0.1000 0.0730  
## 4 1.4149 nan 0.1000 0.0594  
## 5 1.3758 nan 0.1000 0.0450  
## 6 1.3460 nan 0.1000 0.0447  
## 7 1.3166 nan 0.1000 0.0436  
## 8 1.2869 nan 0.1000 0.0408  
## 9 1.2606 nan 0.1000 0.0359  
## 10 1.2373 nan 0.1000 0.0293  
## 20 1.0749 nan 0.1000 0.0183  
## 40 0.8997 nan 0.1000 0.0096  
## 60 0.7914 nan 0.1000 0.0047  
## 80 0.7117 nan 0.1000 0.0053  
## 100 0.6466 nan 0.1000 0.0033  
## 120 0.5935 nan 0.1000 0.0035  
## 140 0.5494 nan 0.1000 0.0020  
## 150 0.5301 nan 0.1000 0.0024  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1895  
## 2 1.4880 nan 0.1000 0.1327  
## 3 1.4013 nan 0.1000 0.1054  
## 4 1.3339 nan 0.1000 0.0907  
## 5 1.2766 nan 0.1000 0.0686  
## 6 1.2318 nan 0.1000 0.0698  
## 7 1.1880 nan 0.1000 0.0677  
## 8 1.1453 nan 0.1000 0.0523  
## 9 1.1123 nan 0.1000 0.0491  
## 10 1.0812 nan 0.1000 0.0399  
## 20 0.8691 nan 0.1000 0.0285  
## 40 0.6559 nan 0.1000 0.0112  
## 60 0.5290 nan 0.1000 0.0071  
## 80 0.4415 nan 0.1000 0.0044  
## 100 0.3784 nan 0.1000 0.0045  
## 120 0.3266 nan 0.1000 0.0031  
## 140 0.2886 nan 0.1000 0.0023  
## 150 0.2711 nan 0.1000 0.0020  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2342  
## 2 1.4592 nan 0.1000 0.1600  
## 3 1.3586 nan 0.1000 0.1336  
## 4 1.2745 nan 0.1000 0.1134  
## 5 1.2031 nan 0.1000 0.0877  
## 6 1.1473 nan 0.1000 0.0887  
## 7 1.0909 nan 0.1000 0.0729  
## 8 1.0451 nan 0.1000 0.0640  
## 9 1.0057 nan 0.1000 0.0545  
## 10 0.9716 nan 0.1000 0.0545  
## 20 0.7279 nan 0.1000 0.0277  
## 40 0.5039 nan 0.1000 0.0100  
## 60 0.3812 nan 0.1000 0.0076  
## 80 0.3049 nan 0.1000 0.0043  
## 100 0.2506 nan 0.1000 0.0021  
## 120 0.2107 nan 0.1000 0.0023  
## 140 0.1791 nan 0.1000 0.0020  
## 150 0.1642 nan 0.1000 0.0022  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1258  
## 2 1.5262 nan 0.1000 0.0938  
## 3 1.4654 nan 0.1000 0.0727  
## 4 1.4190 nan 0.1000 0.0571  
## 5 1.3822 nan 0.1000 0.0497  
## 6 1.3502 nan 0.1000 0.0469  
## 7 1.3211 nan 0.1000 0.0365  
## 8 1.2976 nan 0.1000 0.0420  
## 9 1.2702 nan 0.1000 0.0364  
## 10 1.2468 nan 0.1000 0.0300  
## 20 1.0824 nan 0.1000 0.0168  
## 40 0.9020 nan 0.1000 0.0108  
## 60 0.7920 nan 0.1000 0.0076  
## 80 0.7073 nan 0.1000 0.0039  
## 100 0.6424 nan 0.1000 0.0038  
## 120 0.5903 nan 0.1000 0.0033  
## 140 0.5458 nan 0.1000 0.0025  
## 150 0.5258 nan 0.1000 0.0026  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1787  
## 2 1.4924 nan 0.1000 0.1379  
## 3 1.4045 nan 0.1000 0.1093  
## 4 1.3356 nan 0.1000 0.0841  
## 5 1.2811 nan 0.1000 0.0802  
## 6 1.2303 nan 0.1000 0.0563  
## 7 1.1943 nan 0.1000 0.0637  
## 8 1.1537 nan 0.1000 0.0630  
## 9 1.1145 nan 0.1000 0.0477  
## 10 1.0841 nan 0.1000 0.0497  
## 20 0.8683 nan 0.1000 0.0244  
## 40 0.6475 nan 0.1000 0.0124  
## 60 0.5143 nan 0.1000 0.0064  
## 80 0.4325 nan 0.1000 0.0043  
## 100 0.3695 nan 0.1000 0.0026  
## 120 0.3210 nan 0.1000 0.0018  
## 140 0.2800 nan 0.1000 0.0028  
## 150 0.2636 nan 0.1000 0.0032  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2360  
## 2 1.4604 nan 0.1000 0.1633  
## 3 1.3571 nan 0.1000 0.1258  
## 4 1.2765 nan 0.1000 0.1168  
## 5 1.2035 nan 0.1000 0.0994  
## 6 1.1417 nan 0.1000 0.0733  
## 7 1.0955 nan 0.1000 0.0689  
## 8 1.0521 nan 0.1000 0.0611  
## 9 1.0142 nan 0.1000 0.0642  
## 10 0.9727 nan 0.1000 0.0639  
## 20 0.7227 nan 0.1000 0.0259  
## 40 0.4947 nan 0.1000 0.0162  
## 60 0.3711 nan 0.1000 0.0050  
## 80 0.2911 nan 0.1000 0.0049  
## 100 0.2392 nan 0.1000 0.0021  
## 120 0.2016 nan 0.1000 0.0018  
## 140 0.1704 nan 0.1000 0.0019  
## 150 0.1569 nan 0.1000 0.0018  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1353  
## 2 1.5219 nan 0.1000 0.0970  
## 3 1.4597 nan 0.1000 0.0704  
## 4 1.4130 nan 0.1000 0.0543  
## 5 1.3768 nan 0.1000 0.0496  
## 6 1.3450 nan 0.1000 0.0432  
## 7 1.3166 nan 0.1000 0.0403  
## 8 1.2873 nan 0.1000 0.0406  
## 9 1.2611 nan 0.1000 0.0362  
## 10 1.2385 nan 0.1000 0.0315  
## 20 1.0727 nan 0.1000 0.0169  
## 40 0.8976 nan 0.1000 0.0110  
## 60 0.7882 nan 0.1000 0.0064  
## 80 0.7065 nan 0.1000 0.0036  
## 100 0.6438 nan 0.1000 0.0048  
## 120 0.5905 nan 0.1000 0.0029  
## 140 0.5462 nan 0.1000 0.0030  
## 150 0.5266 nan 0.1000 0.0028  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1900  
## 2 1.4875 nan 0.1000 0.1352  
## 3 1.4005 nan 0.1000 0.1101  
## 4 1.3297 nan 0.1000 0.0898  
## 5 1.2718 nan 0.1000 0.0731  
## 6 1.2252 nan 0.1000 0.0603  
## 7 1.1863 nan 0.1000 0.0604  
## 8 1.1488 nan 0.1000 0.0691  
## 9 1.1062 nan 0.1000 0.0506  
## 10 1.0737 nan 0.1000 0.0429  
## 20 0.8619 nan 0.1000 0.0224  
## 40 0.6503 nan 0.1000 0.0098  
## 60 0.5213 nan 0.1000 0.0073  
## 80 0.4375 nan 0.1000 0.0052  
## 100 0.3730 nan 0.1000 0.0055  
## 120 0.3215 nan 0.1000 0.0027  
## 140 0.2839 nan 0.1000 0.0021  
## 150 0.2673 nan 0.1000 0.0025  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2367  
## 2 1.4605 nan 0.1000 0.1663  
## 3 1.3550 nan 0.1000 0.1280  
## 4 1.2739 nan 0.1000 0.1045  
## 5 1.2072 nan 0.1000 0.1068  
## 6 1.1402 nan 0.1000 0.0765  
## 7 1.0934 nan 0.1000 0.0700  
## 8 1.0479 nan 0.1000 0.0628  
## 9 1.0093 nan 0.1000 0.0596  
## 10 0.9727 nan 0.1000 0.0519  
## 20 0.7299 nan 0.1000 0.0356  
## 40 0.4994 nan 0.1000 0.0115  
## 60 0.3827 nan 0.1000 0.0070  
## 80 0.3027 nan 0.1000 0.0040  
## 100 0.2502 nan 0.1000 0.0021  
## 120 0.2105 nan 0.1000 0.0017  
## 140 0.1776 nan 0.1000 0.0024  
## 150 0.1644 nan 0.1000 0.0015  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1285  
## 2 1.5223 nan 0.1000 0.0919  
## 3 1.4617 nan 0.1000 0.0701  
## 4 1.4165 nan 0.1000 0.0583  
## 5 1.3798 nan 0.1000 0.0502  
## 6 1.3474 nan 0.1000 0.0460  
## 7 1.3153 nan 0.1000 0.0371  
## 8 1.2910 nan 0.1000 0.0419  
## 9 1.2635 nan 0.1000 0.0343  
## 10 1.2409 nan 0.1000 0.0296  
## 20 1.0818 nan 0.1000 0.0191  
## 40 0.9023 nan 0.1000 0.0097  
## 60 0.7900 nan 0.1000 0.0067  
## 80 0.7095 nan 0.1000 0.0055  
## 100 0.6451 nan 0.1000 0.0035  
## 120 0.5924 nan 0.1000 0.0034  
## 140 0.5478 nan 0.1000 0.0028  
## 150 0.5261 nan 0.1000 0.0023  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1857  
## 2 1.4909 nan 0.1000 0.1347  
## 3 1.4055 nan 0.1000 0.1100  
## 4 1.3362 nan 0.1000 0.0879  
## 5 1.2822 nan 0.1000 0.0730  
## 6 1.2356 nan 0.1000 0.0610  
## 7 1.1960 nan 0.1000 0.0611  
## 8 1.1576 nan 0.1000 0.0571  
## 9 1.1219 nan 0.1000 0.0554  
## 10 1.0878 nan 0.1000 0.0476  
## 20 0.8722 nan 0.1000 0.0231  
## 40 0.6517 nan 0.1000 0.0125  
## 60 0.5255 nan 0.1000 0.0067  
## 80 0.4384 nan 0.1000 0.0062  
## 100 0.3746 nan 0.1000 0.0051  
## 120 0.3250 nan 0.1000 0.0028  
## 140 0.2825 nan 0.1000 0.0026  
## 150 0.2648 nan 0.1000 0.0026  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2376  
## 2 1.4608 nan 0.1000 0.1684  
## 3 1.3560 nan 0.1000 0.1277  
## 4 1.2747 nan 0.1000 0.1055  
## 5 1.2086 nan 0.1000 0.0821  
## 6 1.1553 nan 0.1000 0.0932  
## 7 1.0958 nan 0.1000 0.0770  
## 8 1.0479 nan 0.1000 0.0659  
## 9 1.0068 nan 0.1000 0.0613  
## 10 0.9686 nan 0.1000 0.0645  
## 20 0.7293 nan 0.1000 0.0251  
## 40 0.4993 nan 0.1000 0.0123  
## 60 0.3814 nan 0.1000 0.0076  
## 80 0.3016 nan 0.1000 0.0054  
## 100 0.2453 nan 0.1000 0.0020  
## 120 0.2065 nan 0.1000 0.0035  
## 140 0.1761 nan 0.1000 0.0024  
## 150 0.1630 nan 0.1000 0.0012  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1294  
## 2 1.5228 nan 0.1000 0.0881  
## 3 1.4644 nan 0.1000 0.0699  
## 4 1.4186 nan 0.1000 0.0604  
## 5 1.3796 nan 0.1000 0.0496  
## 6 1.3474 nan 0.1000 0.0465  
## 7 1.3180 nan 0.1000 0.0418  
## 8 1.2899 nan 0.1000 0.0412  
## 9 1.2636 nan 0.1000 0.0309  
## 10 1.2434 nan 0.1000 0.0305  
## 20 1.0794 nan 0.1000 0.0172  
## 40 0.9027 nan 0.1000 0.0103  
## 60 0.7928 nan 0.1000 0.0068  
## 80 0.7101 nan 0.1000 0.0043  
## 100 0.6459 nan 0.1000 0.0042  
## 120 0.5929 nan 0.1000 0.0030  
## 140 0.5494 nan 0.1000 0.0023  
## 150 0.5301 nan 0.1000 0.0020  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1916  
## 2 1.4866 nan 0.1000 0.1195  
## 3 1.4091 nan 0.1000 0.1102  
## 4 1.3407 nan 0.1000 0.0961  
## 5 1.2812 nan 0.1000 0.0785  
## 6 1.2312 nan 0.1000 0.0677  
## 7 1.1883 nan 0.1000 0.0639  
## 8 1.1481 nan 0.1000 0.0628  
## 9 1.1084 nan 0.1000 0.0441  
## 10 1.0805 nan 0.1000 0.0496  
## 20 0.8657 nan 0.1000 0.0213  
## 40 0.6538 nan 0.1000 0.0095  
## 60 0.5245 nan 0.1000 0.0044  
## 80 0.4389 nan 0.1000 0.0028  
## 100 0.3789 nan 0.1000 0.0028  
## 120 0.3280 nan 0.1000 0.0024  
## 140 0.2862 nan 0.1000 0.0019  
## 150 0.2706 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2433  
## 2 1.4584 nan 0.1000 0.1492  
## 3 1.3621 nan 0.1000 0.1308  
## 4 1.2800 nan 0.1000 0.1033  
## 5 1.2154 nan 0.1000 0.0952  
## 6 1.1554 nan 0.1000 0.0871  
## 7 1.0995 nan 0.1000 0.0784  
## 8 1.0495 nan 0.1000 0.0632  
## 9 1.0100 nan 0.1000 0.0593  
## 10 0.9726 nan 0.1000 0.0616  
## 20 0.7253 nan 0.1000 0.0239  
## 40 0.5006 nan 0.1000 0.0145  
## 60 0.3783 nan 0.1000 0.0061  
## 80 0.3043 nan 0.1000 0.0054  
## 100 0.2509 nan 0.1000 0.0023  
## 120 0.2102 nan 0.1000 0.0017  
## 140 0.1779 nan 0.1000 0.0018  
## 150 0.1650 nan 0.1000 0.0015  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1289  
## 2 1.5234 nan 0.1000 0.0970  
## 3 1.4613 nan 0.1000 0.0646  
## 4 1.4169 nan 0.1000 0.0530  
## 5 1.3816 nan 0.1000 0.0477  
## 6 1.3511 nan 0.1000 0.0488  
## 7 1.3205 nan 0.1000 0.0425  
## 8 1.2913 nan 0.1000 0.0404  
## 9 1.2652 nan 0.1000 0.0366  
## 10 1.2413 nan 0.1000 0.0299  
## 20 1.0806 nan 0.1000 0.0176  
## 40 0.9069 nan 0.1000 0.0105  
## 60 0.7961 nan 0.1000 0.0065  
## 80 0.7147 nan 0.1000 0.0042  
## 100 0.6509 nan 0.1000 0.0041  
## 120 0.5970 nan 0.1000 0.0029  
## 140 0.5529 nan 0.1000 0.0029  
## 150 0.5320 nan 0.1000 0.0017  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.1616  
## 2 1.5016 nan 0.1000 0.1412  
## 3 1.4100 nan 0.1000 0.1048  
## 4 1.3432 nan 0.1000 0.0931  
## 5 1.2853 nan 0.1000 0.0685  
## 6 1.2417 nan 0.1000 0.0722  
## 7 1.1974 nan 0.1000 0.0641  
## 8 1.1581 nan 0.1000 0.0531  
## 9 1.1250 nan 0.1000 0.0586  
## 10 1.0893 nan 0.1000 0.0512  
## 20 0.8718 nan 0.1000 0.0210  
## 40 0.6576 nan 0.1000 0.0131  
## 60 0.5263 nan 0.1000 0.0071  
## 80 0.4420 nan 0.1000 0.0046  
## 100 0.3784 nan 0.1000 0.0047  
## 120 0.3270 nan 0.1000 0.0028  
## 140 0.2856 nan 0.1000 0.0023  
## 150 0.2677 nan 0.1000 0.0020  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2085  
## 2 1.4741 nan 0.1000 0.1712  
## 3 1.3669 nan 0.1000 0.1287  
## 4 1.2852 nan 0.1000 0.1031  
## 5 1.2191 nan 0.1000 0.0884  
## 6 1.1636 nan 0.1000 0.0895  
## 7 1.1085 nan 0.1000 0.0823  
## 8 1.0588 nan 0.1000 0.0608  
## 9 1.0213 nan 0.1000 0.0604  
## 10 0.9836 nan 0.1000 0.0586  
## 20 0.7347 nan 0.1000 0.0279  
## 40 0.5084 nan 0.1000 0.0105  
## 60 0.3842 nan 0.1000 0.0046  
## 80 0.3100 nan 0.1000 0.0028  
## 100 0.2525 nan 0.1000 0.0029  
## 120 0.2107 nan 0.1000 0.0016  
## 140 0.1781 nan 0.1000 0.0017  
## 150 0.1646 nan 0.1000 0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.6094 nan 0.1000 0.2346  
## 2 1.4610 nan 0.1000 0.1638  
## 3 1.3571 nan 0.1000 0.1244  
## 4 1.2786 nan 0.1000 0.1103  
## 5 1.2110 nan 0.1000 0.0865  
## 6 1.1552 nan 0.1000 0.0834  
## 7 1.1038 nan 0.1000 0.0868  
## 8 1.0518 nan 0.1000 0.0741  
## 9 1.0073 nan 0.1000 0.0571  
## 10 0.9707 nan 0.1000 0.0475  
## 20 0.7331 nan 0.1000 0.0300  
## 40 0.5094 nan 0.1000 0.0094  
## 60 0.3925 nan 0.1000 0.0078  
## 80 0.3129 nan 0.1000 0.0026  
## 100 0.2602 nan 0.1000 0.0045  
## 120 0.2174 nan 0.1000 0.0017  
## 140 0.1851 nan 0.1000 0.0019  
## 150 0.1715 nan 0.1000 0.0012

pred3<-predict(modFit3,testing\_5)  
Acc\_3<-confusionMatrix(pred3,testing\_5$classe)  
Acc\_3$overall[1]

## Accuracy   
## 0.9745331

#### 4. Use regularized regression

modFit4<-train(classe~.,data=training\_5,method="lda")  
pred4<-predict(modFit4,testing\_5)  
Acc\_4<-confusionMatrix(pred4,testing\_5$classe)  
Acc\_4$overall[1]

## Accuracy   
## 0.8045113

### Prediction quiz

#### With comparison among the four algorithm, the Random Forests show the hightest accuracy. Therefore, I use the Random Forests to predict the test data

pred\_testing<-predict(modFit2, validation\_2)  
pred\_testing

## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20   
## B A A A A E D B A A B C B A E E A B B B   
## Levels: A B C D E