**U19EC045 | DCOM | LAB X**

**AIM**

Write Matlab code to implement the Huffman coding, find average codeword length and efficiency

**THEORY**

a Huffman code is a particular type of optimal [prefix code](https://en.wikipedia.org/wiki/Prefix_code" \o "Prefix code) that is commonly used for [lossless data compression](https://en.wikipedia.org/wiki/Lossless_data_compression" \o "Lossless data compression). The process of finding or using such a code proceeds by means of Huffman coding

The output from Huffman's algorithm can be viewed as a [variable-length code](https://en.wikipedia.org/wiki/Variable-length_code" \o "Variable-length code) table for encoding a source symbol (such as a character in a file). The algorithm derives this table from the estimated probability or frequency of occurrence (*weight*) for each possible value of the source symbol

The technique works by creating a [binary tree](https://en.wikipedia.org/wiki/Binary_tree" \o "Binary tree) of nodes. These can be stored in a regular [array](https://en.wikipedia.org/wiki/Array_data_type" \o "Array data type), the size of which depends on the number of symbols, {\displaystyle n}. A node can be either a [leaf node](https://en.wikipedia.org/wiki/Leaf_node" \o "Leaf node) or an [internal node](https://en.wikipedia.org/wiki/Internal_node" \o "Internal node). Initially, all nodes are leaf nodes, which contain the symbol itself, the weight (frequency of appearance) of the symbol and optionally, a link to a parent node which makes it easy to read the code (in reverse) starting from a leaf node. Internal nodes contain a weight, links to two child nodes and an optional link to a parent node. As a common convention, bit '0' represents following the left child and bit '1' represents following the right child. A finished tree has up to n{\displaystyle n} leaf nodes and n-1{\displaystyle n-1} internal nodes. A Huffman tree that omits unused symbols produces the most optimal code lengths.

The process begins with the leaf nodes containing the probabilities of the symbol they represent. Then, the process takes the two nodes with smallest probability, and creates a new internal node having these two nodes as children. The weight of the new node is set to the sum of the weight of the children. We then apply the process again, on the new internal node and on the remaining nodes (i.e., we exclude the two leaf nodes), we repeat this process until only one node remains, which is the root of the Huffman tree.

The simplest construction algorithm uses a [priority queue](https://en.wikipedia.org/wiki/Priority_queue" \o "Priority queue) where the node with lowest probability is given highest priority:

1. Create a leaf node for each symbol and add it to the priority queue.
2. While there is more than one node in the queue:
   1. Remove the two nodes of highest priority (lowest probability) from the queue
   2. Create a new internal node with these two nodes as children and with probability equal to the sum of the two nodes' probabilities.
   3. Add the new node to the queue.
3. The remaining node is the root node and the tree is complete.

Once the Huffman tree has been generated, it is traversed to generate a dictionary which maps the symbols to binary codes as follows:

1. Start with current node set to the root.
2. If node is not a leaf node, label the edge to the left child as *0* and the edge to the right child as *1*. Repeat the process at both the left child and the right child.

![IMG_256](data:image/png;base64,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)

The final encoding of any symbol is then read by a concatenation of the labels on the edges along the path from the root node to the symbol.

**MATLAB CODE**

|  |
| --- |
| **clc**  **clear all;**  ***%lettes and their probabilities***  **letters=['a', 'b', 'c', 'd', 'e', 'f', 'g', 'h'];**  **probabilities = [0.26, 0.22,0.14, 0.12, 0.1, 0.08, 0.05, 0.03];**  ***% cell array which includes empty vectors with index***  ***% resultCode=[][][]....***  **resultCode=cell(1,length(probabilities));**  ***%we will build the code in reverse order, at the end we will reverse it to get the actual code***  **resultCodeReversed=cell(1,length(probabilities));**  ***% [1, 2, 3, ..., n]***  **setIndices=(1:1:length(probabilities));**  ***% setContent=[1][2][3]...[n]***  **setContent=num2cell(setIndices);**  ***%coping probabilities, as it is undergoing modification***  **probablityKeeper = probabilities(:);**  ***% displying symbols and their probabilities***  **disp('=============================================================================');**  **disp('The letters and their probabilities are:')**  **for setIndex = 1:length(probablityKeeper)**  **disp(['  ',letters(setIndex), ' ---- ' ,num2str(probablityKeeper(setIndex)) ]);**  **end**  ***% loop until there is only 1 node in the tree***  **while length(setContent) > 1**  ***% sortedIndices stores the indices of the probabilities in ascending order***  **[temp, sortedIndices] = sort(probablityKeeper);**  ***% grab the node with lowest probability***  **lowestIndex = setContent{sortedIndices(1)};**  **lowestProb = probablityKeeper(sortedIndices(1));**  ***% grab the node with second lowest probability***  **secondLowest = setContent{sortedIndices(2)};**  **secondLowestProb = probablityKeeper(sortedIndices(2));**  ***% assign 0 to the left tree***  **for binaryletter\_index = 1:length(lowestIndex)**  **resultCode{lowestIndex(binaryletter\_index)} = [resultCode{lowestIndex(binaryletter\_index)}, 0];**  **end**  ***% assign 1 to the right tree***  **for binaryletter\_index = 1:length(secondLowest)**  **resultCode{secondLowest(binaryletter\_index)} = [resultCode{secondLowest(binaryletter\_index)}, 1];**  **end**    ***% remove the lowest 2 probability node from the setContent***  **setContent(sortedIndices(1:2)) = [];**  **setContent{length(setContent)+1} = [lowestIndex, secondLowest];**  ***% remove the lowest 2 probability node from the probablityKeeper***  **probablityKeeper(sortedIndices(1:2)) = [];**  ***% add the new probability node with value equal to sum of 2 lowest probability to the probablityKeeper***  **probablityKeeper(length(probablityKeeper)+1) = lowestProb + secondLowestProb;**  **end**  **disp('=============================================================================');**  **disp('The letters, their probabilities and the allocated Huffman binary numbers are:');**  ***% reverse the resultCode to get the actual code***  **for index = 1:length(resultCode)**  **resultCodeReversed{index}=fliplr(resultCode{index});**  **end**  ***% display the huffman code for each letter***  **for index = 1:length(resultCode)**  **disp(['  ', num2str(letters(index)), ' ---- ',num2str(resultCodeReversed{index})]);**  **end**  **disp('=============================================================================');**  ***% store the length of the code for each letter***  **resultCodelength=[];**  **for index = 1:length(resultCode)**  **resultCodelength=[resultCodelength,length(resultCodeReversed{index})];**  **end**  ***% display the average length of the code***  **avgLength = sum(probabilities.\*resultCodelength);**  **disp(['The expected length of bits for the code developed is ' num2str(avgLength)]);**  ***%calculate entropy***  **ent = -sum(probabilities.\*log2(probabilities));**  ***%display result***  **disp(['Entropy = ' num2str(ent)]);**  ***%calculate efficiency***  **disp(['Efficiency = ' num2str(ent\*100/avgLength) '%']);** |

**OUTPUT**

![](data:image/png;base64,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)

**CONCLUSION**

Hence, in this practical we have implemented Matlab code for huffman coding and also found out the average codeword length generated and also the compression efficiency.