H2O Developer Cookbook

**Preface**

H2O is an in-memory engine for predictive analytics and machine learning.

Discuss the differences between ValueArray and Fluid Vector here.
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# Introduction to Representation of Data

Data in H2O is referenced through a Frame. Frames are loosely analogous to Data Frames in R, although in H2O the actual data is stored in vectors (a Vec) rather than in the Frame itself. A Vec may be referenced by more than one Frame. Each Frame is composed of one or more Vecs. Each Vec is composed of one or more Chunks. Each Chunk is composed on one or more Elements.
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# Sharing Data Across Nodes

## DKV (Distributed Key/Value Store)

DKV stands for Distributed Key/Value store. The DKV is the high-performance atomic distributed store that provides the clustering support for data in H2O.
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## UKV (User-level Key/Value Store)

The UKV is an abstraction on top of the DKV.
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# Jobs

A Job is a major piece of work that gets added to the Jobs list and is visible in the Jobs Web UI page. A Job is generally reserved for things that produce an output you would be interested keeping around (a model, for example). Top-level algorithms like Random Forest are implemented as a Job.

## Creating a new Job

## Starting a Job

## Monitoring a Job
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# Common Pitfalls

## Frequently hit assertions by new H2O developers

### Missing chunks

### Leaking keys

## Frequently made programming mistakes

### Failure to block (aka wait)

### Calling an MRTask2 from inside another MRTask2

### Running out of Fork/Join threads

# Things H2O does not Support

It’s worth pointing out the following list of items that are available in some other popular languages and frameworks. Some of these are in the H2O roadmap and some are not a fit for H2O.

## Row names

Unlike R Data Frames, H2O does not support naming individual rows. Allowing this is one factor that inhibits the R runtime from scaling well. Don’t expect H2O to ever support this.

## Unique per-row strings for many rows

H2O currently turns columns with small numbers of unique strings into an Enum, and turns columns with large numbers of unique strings into N/As.

In the future, H2O will be able to read in columns with large numbers of strings and treat a separate “String” datatype as a top-level datatype. These will be unusable for modeling purposes, but flow through to be able to print the value as an output. For some applications, this may serve as an adequate substitute for row names.

## High availability (HA)

H2O is currently vulnerable to single-node failures rendering the entire cluster inoperable. Since H2O has an In-Memory architecture, the response to this is to manually kill and restart the cluster and any jobs that were in progress. Proper HA support is on the roadmap, but a (perhaps sufficient) step on the way there is the ability to checkpoint and restart model building.

# Glossary
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