Problem 1 LFD Problem 1.3

1. By definition is the optimal set of weights such that it separates the data; therefore we have

Therefore,

1. We have the update rule for perceptron learning

By definition we have

We have

Therefore

Because we have , we have

Therefore with this chains of inequalities and by induction we have

1. By the perceptron update rule we have

Because in perceptron learning we have

Because was misclassified we have

Therefore

1. From part (c) we have , which we can further produce

With the chain of inequalities and by induction we have

By definition we have

Therefore we have

1. Using (b) and (d)

First, , we therefore have

Because and in (b) we proved we have

Because in (d) we proved and

Therefore

Problem 4 LFD Problem 1.8

1. Let such that all , we then have

Let and , then and

We then have and

Therefore, we have

By definition and is a non-negative random variable, we have

Therefore

1. Let

Plug into the inequality we proved in (a) we have

By the definition, , we have

1. Because are all independent and identically distributed random variables with same mean and same variance

Because , we have and

Plug into the inequality we proved in (b) we have