**Markov Models**

A Markov model is a probabilistic process over a finite set, {S1, ..., Sk}, usually called its *states*. Each state-transition generates a character from the *alphabet* of the process. We are interested in matters such as the probability of a given state coming up next, pr(xt=Si), and this may depend on the prior history to t-1.

In computing, such processes, if they are reasonably complex and interesting, are usually called Probabilistic Finite State Automata (PFSA) or Probabilistic Finite State Machines (PFSM) because of their close links to deterministic and non-deterministic finite state automata as used in formal language theory.

Examples are (hidden) Markov Models of biased coins and dice, formal languages, the weather, etc.; Markov models and Hidden Markov Models (HMM) are used in Bioinformatics to model DNA and protein sequences.

**Order 0 Markov Models**

An order 0 Markov model has no "memory": pr(xt = Si) = pr(xt' = Si), for all points t and t' in a sequence.

An order 0 Markov model is equivalent to a multinomial probability distribution. The issue of the *accuracy* with which the model's parameters should be stated, and hence the model's complexity, was investigated by Wallace and Boulton ([1968,](http://www.csse.monash.edu.au/~lloyd/tildeMML/Structured/1968-WB-CJ/#Appendix)appendix).

**Order 1 Markov Models**

An order 1 (first-order) Markov model has a memory of size 1. It is defined by a table of probabilitiespr(xt=Si | xt-1=Sj), for i = 1..k & j = 1..k. You can think of this as k  order 0  Markov models, one for each Sj.

**Order m Markov Models**

The *order* of a Markov model of fixed order, is the length of the history or *context* upon which the probabilities of the possible values of the next state depend. For example, the next state of an order 2 (second-order) Markov Model depends upon the two previous states.

**Example**

**Biased Coins**

A large biased coin, `A', is described by the *order 0* Markov model pr(**H**)=0.6, pr(**T**)=0.4.

A small biased coin, `B', pr(**h**)=0.3, pr(**t**)=0.7.

A third biased coin, 'C', pr(**H**)=0.8, pr(**T**)=0.2.

**3 Coins**

Consider the following process:

1. Let X equal one of the coins `A' or `B' (above).
2. *repeat*
   1. Throw the coin X and write down the result.
   2. Toss coin `C'.
   3. *if* `C' shows **T** *then* change X to the other one of {`A',`B'}, *otherwise* leave X unchanged.
3. *until* enough

We get the following *first-order* Markov model over {**H**,**T**,**h**,**t**}:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | xt-1 | | | |
| **H** | **T** | **h** | **t** |
| pr(xt=**H**) | 0.6×0.8 | 0.4×0.8 | 0.3×0.2 | 0.7×0.2 |
| pr(xt=**T**) | 0.6×0.8 | 0.4×0.8 | 0.3×0.2 | 0.7×0.2 |
| pr(xt=**h**) | 0.6×0.2 | 0.4×0.2 | 0.3×0.8 | 0.7×0.8 |
| pr(xt=**t**) | 0.6×0.2 | 0.4×0.2 | 0.3×0.8 | 0.7×0.8 |

Below: The process can be drawn as a diagram of states (nodes) and transitions (edges), which makes it clear that it is equivalent to a finite state machine with probabilities associated with each transition:
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The probabilities on the arcs out of a given state must sum to 1.

e.g. output **HTHHTHHttthtttHHTHHHHtthtthttht**...

**Hidden Markov Models**

A Hidden Markov Model (HMM) is simply a Markov Model in which the states are hidden. For example, suppose we only had the sequence of throws from the 3-coin example above, and that *the upper-case v. lower-case information had been lost.*

**HTHHTHHTTTHTTTHHTHHHHTTHTTHTTHT**...

We can never be absolutely sure which coin was used at a given point in the sequence but we *can* calculate the probability.

**Variations**

The are a number of variations on HMM problems, e.g.

1. The number of states and transition probabilities are known
   * Given data, find the optimum (most likely) position of the change points;  
     this is sometimes called the `segmentation problem' or the `cut-point problem'.
   * How precisely should the points be stated?
   * In some problems the run-lengths of the use of a component model (i.e. one of the coins `A' or `B' above) is generalised and modelled by some appropriate probability distribution.
2. The number of states is known, but the transition probabilities are not
   * Estimate the transition probabilities.
   * What accuracy is appropriate for the estimates?
3. The number of states, and the architecture, are unknown.
   * Find a HMM / automaton which models the data "well".
   * The simplest model has one state, the most complex model has one state per data value; almost certainly neither extreme is justified. Quantifying model complexity is therefore a crucial issue.
   * NB. The cut-point positions are nuisance parameters for this problem.

**Automata (Variable Order)**
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A probabilistic finite state automaton consists of states (drawn as nodes) and transitions (arcs, edges). Each transition causes a character to be output. The automaton moves from state to state outputing characters from its alphabet. Each state can be thought of as an order 0 Markov model,i.e. a multinomial probability distribution, over its outgoing transitions. On the other hand, two or more states may have outgoing transitions labelled with the same set of characters but having different probability distributions. The paths *into* such states can be thought of as contexts of varying lengths which govern the probability distribution of the character to be output next.

**Example**

Above: The best probabilistic finite state automaton, in terms of model complexity *and* fit to the data, for the data  `CAAAB/ BBAAB/ CAAB/ BBAB/ CAB/BBB/ CB'.  The character `/' is a delimiter, known *a priori* to cause a return to the start state. The problem was posed by Gaines (1976), the solution is from [[TR32](http://www.csse.monash.edu.au/~lloyd/tildeMML/Structured/TR32/#Automata)] (1983).

The examples start with C or BB, then there are a few A's, and finally B/. The solution shows this. The probabilities of the transitions can be estimated from the observed frequencies.

**Inference**

If the state transitions of the automaton are known, all that remains is to infer the probabilities of the transitions out of each state, which can be done using the observed transition frequencies (counting).

Sometimes the architecture of the model and the sequence of output characters are known, but not the sequence of state transitions.

In general, neither the architecture of the automaton nor the transitions are known - they are *hidden*. One must search for an automaton that *explains* the data well. It is necessary to weigh the trade-off between the complexity of the model and its fit to the data.

**Applications**

MML and (hidden) finite state models have be used to:

* Infer the grammar of simple languages:
  + C. S. Wallace & M. P. Georgeff. *A General Objective for Inductive Inference.* [[TR32 (HTML)](http://www.csse.monash.edu.au/~lloyd/tildeMML/Structured/TR32/)], March 1983, Department of Computer Science, Monash University, Australia.  
    Also:  
    M. P. Georgeff & C. S. Wallace. *A General Selection Criterion for Inductive Inference*. European Conference on Artificial Intelligence (ECAI, ECAI84), Pisa, pp.473-482, September 1984.
* Infer the class structure in a time-series or other sequence of multivariate data:
  + T. Edgoose, L. Allison & D. L. Dowe. *An MML classification of protein structure that knows about angles and sequence.* Pacific Symposium on Biocomputing '98, pp.585-596, Jan. 1998 [[paper](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Protein/98.PSB1.html)]
  + T. Edgoose & L. Allison. [*Minimum message length hidden Markov modelling.*](http://www.csse.monash.edu.au/~lloyd/tildeMML/Structured/1998-DCC/) IEEE Data Compression Conf., Snowbird UT, pp.169-178, March 1998
  + T. Edgoose & L. Allison. [*MML Markov classification of sequential data.*](http://www.csse.monash.edu.au/~lloyd/tildeMML/Structured/1999-Stats-Comp/) Stats. and Comp. **9**(4) pp.269-278, Sept. 1999
* Model the relationship between pairs of DNA sequences:  
  [[![3-state pair mutation machine or Pair Hidden Markov Model PHMM HMM](data:image/gif;base64,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)](http://www.csse.monash.edu.au/~lloyd/tildeStrings/#Alignment)](http://www.csse.monash.edu.au/~lloyd/tildeStrings/#Alignment)
  + L.Allison, C.S.Wallace and C.N.Yee. *Inductive Inference over Macro - Molecules*. [[90/148](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Alignment/90.148.TR.html)], CSSE, Monash University, 1990
  + L.Allison, C.S.Wallace & C.N.Yee. [*Finite-State Models in the Alignment of Macro - Molecules*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Alignment/92.JME.ps). J.Molec.Evol. **35**(1) pp.77-89, 1992
  + L.Allison. *Normalization of Affine Gap Costs Used in Optimal Sequence Alignment*. J.Theor.Biol. **161** pp.263-269, 1993 [[www inc' pdf paper](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Alignment/93JTB1a.html)]
  + C. N. Yee & L. Allison. [*Reconstruction of Strings Past*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Alignment/93.CABIOS.html). CABIOS **9**(1) pp.1-7 (now J. Bioinformatics) 1993
* Align pairs of sequences where each sequence is non-random, e.g. modelled by a finite-state model, or by any "left to right" model:
  + D. R. Powell, L. Allison, T. I. Dix, D. L. Dowe. *Alignment of low information sequences.* Australian Comp. Sci. Theory Symp. ([CATS98](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Compress/1998CATS/)), Perth, pp.215-230, Springer Verlag isbn:981-3083-92-1, Feb. 1998
  + L.Allison. *Information-Theoretic Sequence Alignment*. [[98/14 (HTML)](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Compress/1998TR98-14-align.html)] CSSE Monash University, 1998
  + L. Allison, D. Powell & T. I. Dix. [*Compression and Approximate Matching*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Compress/1999COMPJa.html), Computer Journal, **42**(1), pp.1-10, 1999
  + D. R. Powell, L. Allison, T. I. Dix. [*Modelling-Alignment for Non-Random Sequences*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Alignment/2004AI/), AI2004, Springer Verlag, LNCS/LNAI 3339, pp.203-214, Dec. 2004
* Model the relationship between several sequences given an evolutionary (phylogenetic) tree:
  + L. Allison and C. S. Wallace. [*The Posterior Probability Distribution of Alignments and its Application to Estimation of Evolutionary Trees and Optimisation of Multiple Alignments*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Multiple/94.JME/). Jrnl. Molec. Evol. **39** pp.418-430, 1994
* Discover weak and approximate patterns in DNA sequences:
  + L. Allison, T. Edgoose, T. I. Dix. [*Compression of Strings with Approximate Repeats*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Compress/1998ISMB.html). Intelligent Systems in Molecular Biology ISMB98 pp.8-16, Montreal, 28 June - 1 July 1998
  + L. Allison, L. Stern, T. Edgoose & T. I. Dix. [*Sequence Complexity for Biological Sequence Analysis*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Compress/2000CC/). Computers and Chemistry **24**(1), pp.43-55, Jan. 2000
  + L. Stern, L. Allison, R. L. Coppel, T. I. Dix. [*Discovering patterns in Plasmodium falciparum genomic DNA*](http://www.csse.monash.edu.au/~lloyd/tildeStrings/Compress/2001MBP/). Molecular and Biochemical Parasitology, **118**(2) pp.175-186, 2001
* See [Bibliography](http://www.csse.monash.edu.au/~lloyd/tildeBIB/), [MML](http://www.csse.monash.edu.au/~lloyd/tildeMML/), [Bioinformatics](http://www.csse.monash.edu.au/~lloyd/tildeStrings/)
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