**Vocal and Visual Symbolism**

Vocal and facial gestures are associated to express meanings in speech productions. These two non-verbal aspects are key factors in spoken communication to reinforce the semantic content, contradict the semantic content, or adding extra information. Their integration can be interpreted as originating from the same embodied mechanisms (Vainio and Vainio, 2021).

This paper maps and comments on the theoretical and methodological bases of the research works which are developed by our research group on vocal, facial and meaning relations underlying speech expressiveness. These research works comprise the investigation of settings of voice quality to build animation characters and uses of vocal prosody in dubbing (Crochiquia et al, 2020; Crochiquia et al 2022), impressionistic judgments of voice qualities based on semantic descriptor assignments (Scarpelly, Passetti and Madureira, 2022), characteristics of charismatic speech , vocal characteristics of emotional speech (Fontes and Madureira, 2015) and vocal and visual prosodic characteristics of speech, reciting and singing styles (Lomba, Fontes and Madureira, 2017; Madureira, 2018).

In our research group, experimental investigations on how meanings are expressed by speakers and perceived by listeners are carried out with a diversity of methodological tools and methods and a unified gesture-centered theoretical analysis within a metaphorical framework based on the frequency, production, effort and sirenic sound symbolism codes, perceived duration, and crossmodal and synaesthetic interactions that language entails (Nobile, 2019).

From the methodological point of view, perceptual analysis of segmental and vocal prosodic elements, perceptual analysis based on semantic descriptor evaluation, acoustic analysis, automatic analysis of facial gestures are applied and their results correlated by means of Exploratory Multivariate statistical analysis (Husson Pagés and Lê, 2009). Multivariate statistical analysis comprise several methods: PCA, MCA and MFA, FAMD. The latter two are used to correlate quantitative and qualitiave variables.

The Voice Profile Analysis system (Laver and Mackenzie Beck, 2007) is applied to perform perceptual analyis of voice quality and prosodic elements. Speech segments are analyzed according to their articulatory and acoustic criteria and their characteristics are interpreted in relation to symbolic, iconic and metaphorical sound meaning relations Hinton, Nichols, and Ohala (1994).Another kind of perceptual analysis involve the use of semantic descriptors in perceptual tests applied to get knowledge on the way listeners attribute meanings based on vocal and visual features.

For the acoustic analysis the Prosody Descriptor Extractor script for Praat (Barbosa, 2021). The script computes 30 prosodic parameters related to melodic, rhythmic and voice quality features, generating statistical descriptors and acoustic measures of F0, intensity, long-term spectrum, harmonic to noise ratio, duration of vowels and silence.

Automatic analysis of facial expressions uses the FACs system (Ekman, Friesen and Hager, 2002) and associates the facial movements described by its analytic unit, the Action Unity, to emotion expressions. In computer-based facial expression analysis, emotions are detected by computer algorithms that record facial expressions via webcam. Action Unities describe the movements of both the upper and the lower part of the face. Head movements are also described in the FACS system.

For the sake of demonstrating the kind of framework analyzed, a small experiment consisting of producing the same utterance with labial, mandibular and tongue tip/blade settings of voice quality is presented. These settings were chosen because of their visual and vocal features. These settings are seen and heard, and their production involve contrastive spatial and directional movements (spreading and rounding; opening and closing, fronting and backing).
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The parts highlighted as yellow show the typos and the gray marked sentence lacks a verb.

Comments:

2/5.

The topic of interest is intriguing and very relevant to the prospects of IcoSem Conference. It would be really interesting to see the specifics of the experiment authors conduct, but unfortunately the abstract does not seem sufficient to convey those specifics and make it hard to assess. Authors explain several important methodologies, yet it remains unclear which one is used in the study specifically and I find it difficult to grasp what is being studied here and what the gist is. The concluding sentences remain a bit abrupt.