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# Abstract

This application will rank bidders considering the best fit for a public auction. Taking into consideration the persistent issues regarding Romania’s integrity in the case of contracting companies for public procurement auctions, this application could validate if indeed the best decision has been made in auctions from the past, as well as be helpful regarding this matter in future tenders.

Even though this subject has already been researched, it has never been specifically tailored for tenders from Romania and using a dataset of companies from this country. Therefore, considering the specific legislation of this European country, it will have original results. Moreover, besides computing the profile of the ideal candidate for the contracting authority, my algorithm will also rank the bidding companies according to their compatibility.

1. Introduction
   1. Public Procurement Auctions Bidding
   2. Ranking using Machine Learning
2. Related Work

**Article 1:** (Casalegno, 2022)

Relevance:

This article is relevant because it focuses on how to implement Machine Learning models for Learning to Rank, explaining how this pertains in many applications. Also, the scoring model is thoroughly explained in an intuitive way.

Abstract:

In this post, by “ranking” we mean sorting documents by relevance to find contents of interest with respect to a query. Ranking models typically work by predicting a relevance score for each input. Once we have the relevance of each document, we can sort (i.e., rank) the documents according to those scores. The scoring model can be implemented using various approaches.

Structure:

* Ranking: What and Why?
* Ranking Evaluation Metrics
* Mean Average Precision (MAP)
* Discounted Cumulative Gain (DCG)
* Machine Learning Models for Learning to Rank
  + Pointwise Methods
  + Pairwise Methods
  + Listwise Methods
* Conclusions
* References

References:

The references were noted in the structure: <author>, <title>, <year>, each of them being links to the respective articles.

**Article 2:** (Chen, 2009)

Relevance:

I believe this article is relevant to my research project because it includes various mathematical functions and computations which are vital to the implementation of this subject.

Abstract:

Learning to rank has become an important research topic in machine learning. While most learning-to-rank methods learn the ranking functions by minimizing loss functions, it is the ranking measures that are used to evaluate the performance of the learned ranking functions. In this work, we reveal the relationship between ranking measures and loss functions in learning- to-rank methods, such as Ranking SVM, RankBoost, RankNet, and ListMLE. We show that the loss functions of these methods are upper bounds of the measure- based ranking errors. As a result, the minimization of these loss functions will lead to the maximization of the ranking measures.

Structure:

* Introduction
* Related work
  + Loss functions in learning to rank
  + Ranking measures
  + Previous bounds
* Main results
  + Essential loss: ranking as a sequence of classifications
  + Essential loss: upper bound of measure-based ranking errors
  + Essential loss: lower bound of loss functions
  + Summary
* Discussion
* Conclusion and future work
* References

References:

The references are very complex and different from one another, for example:

[1] R. Baeza-Yates and B. Ribeiro-Neto. Modern Information Retrieval. Addison Wesley, May 1999.

7] R. Herbrich, K. Obermayer, and T. Graepel. Large margin rank boundaries for ordinal re-gression. In Advances in Large Margin Classifiers, pages 115–132, Cambridge, MA, 1999.MIT

**Article 3:** (Liu)

Relevance:

This is a very comprehensive article which amasses plenty of useful insights for this subject, and it will serve as a great source to find information.

Abstract:

Learning to rank for Information Retrieval (IR) is a task to automatically construct a ranking model using training data, such that the model can sort new objects according to their degrees of relevance, preference, or importance. Many IR problems are by nature ranking problems, and many IR technologies can be potentially enhanced by using learning-to-rank techniques. The objective of this tutorial is to give an introduction to this research direction. Specifically, the existing learning-to-rank algorithms are reviewed and categorized into three approaches: the pointwise, pairwise, and listwise approaches.

Structure:

* 1 Introduction 226
  + Ranking in IR 228
  + Learning to Rank 235
  + About this Tutorial 244
* The Pointwise Approach 246
  + Regression based Algorithms 247
  + Classification based Algorithms 248
  + Ordinal Regression based Algorithms 250
  + Discussions 254
* The Pairwise Approach 257
  + Example Algorithms 258
  + Discussions 263
* The Listwise Approach 267
  + Direct Optimization of IR Evaluation Measures 267
  + Minimization of Listwise Ranking Losses 273
  + Discussions 276
* Analysis of the Approaches 278
  + The Pointwise Approach 279
  + The Pairwise Approach 281
  + The Listwise Approach 283
  + Discussions 286
* Benchmarking Learning-to-Rank Algorithms 287
  + The LETOR Collection 287
  + Experimental Results on LETOR 294
* Statistical Ranking Theory 299
  + Conventional Generalization Analyses on Ranking 300
  + A Query-level Ranking Framework 305
  + Query-level Generalization Analysis 309
  + Discussions 313
* Summary and Outlook 315
* Acknowledgments 323
* References 324

References:

Most of the references in this article are as the following example, <author> <title> <journal> <volume> <page> <year>:

[111] S. E. Robertson, “Overview of the okapi projects,” Journal of Documentation, vol. 53, pp. 3–7, 1997.

**Article 4:** (Machine learning (ML) applications: ranking, 2022)

Relevance:

This article includes suggestive drawings to help better understand the topic, and it is short and concise, so I believe it is a great starting point to dive into the researched subject.

Abstract:

Ranking is a type of machine learning that sorts data in a relevant order. Companies use ranking to optimize search and recommendations.

Structure:

* What is a ranking model?
* How does ranking work?
* Why should I care?
* Use cases
* The fastest way to build a ranking model

References:

In this online article, the references are integrated in the article by having the referenced parts as links to the respective articles or sources.

**Article 5:** (S. Pandey, 2019)

Relevance:

The techniques that can be used are explained very well, as well as compared to one another, thus being a very interesting and helpful article.

Abstract:

Information retrieval is the topic area in which much research has been done and is still going on. The rapidly growing web pages make it very crucial to search up to date documents. In continuation of research works on learning to rank, this research focuses on implication of machine learning techniques for IR ranking.

Structure:

* Introduction
* Related Works
* Objectives of Current Research
* Proposed Methodology
* Experimental Results

References:

The references are numbered and contain the author, title and some further information that depends on the nature of the reference, and you can also view them in the context of the paper, as they each have this option. For instance:

Andrei. Broder, "A taxonomy of web search", ACM Sigir forum., vol. 36, no. 2, 2002.

Show in Context

1. Literature Review
2. Material and Methods
   1. Dataset

Table 1:

|  |  |
| --- | --- |
| noticeNo | The number of the attribution announcement as it appears in SEAP. Helps with easier identification of procedures for diverse flows of analysis. |
| contractValue | The contractual value introduced by the |
| title |  |
| currencyCode |  |
| publicationDate |  |
| countyCode |  |
| contractingAuthorityName |  |
| cpvCodeName |  |
| **cpvCode** |  |
| cpvCodeType |  |
| cNoticeNo |  |
| cNoticeEstimatedContractValue |  |
| cNoticePublicationDate |  |
| cNoticeTitle |  |
| organizationName |  |
| **organizationId** |  |

Table 2:

Table 3:

* 1. Method

Forecasting phase:

Forecast the winning company using a previously trained AI.

Aggregation phase:

Add the company’s information for the forecast winning company.

Searching phase:

Search in the dataset similar companies to the forecasted winning company and rank them according to their compatibility.

* 1. Algorithm

1. Experiments

A real case study:

I will take a tenders list from Romania, a list of the organizations as well as a list of contracting authorities in order to perform experiments.

1. Conclusion
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