Machine Learning
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*Summary: Introduction to convolutional neural networks and the Tensorflow Library*
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Chapter I

Foreward

The Human mind is incredible. It can look at two completely unrelated images with no two pixels being alike and determine in less than a second wether or not that blob of information is a tiger, the number 3 or a painting.

That was the basis for MADALINE. Bernard Widrow and his graduate student Ted Hoff believed that it was possible to create a simple version of mind that could memorise patterns and predict what would follow a certain set of data. They reckoned that by using the results of the initial state of this ‘network’ to tweak the way it read the data. It would eventually ‘learn’ what should come next.

Chapter II

Introduction

Writing functions is challenging. Especially when you start to deal with hundreds to thousands of parameters.

You have to consider how each parameter should affect the outcome. Which parameters are irrelevant and which are important. If they are important, how so? Should it be more or less prominent?

This Is where machine learning comes in.
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Goals