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　 　 【摘要】　 抑郁症是一种严重影响患者及家庭生活质量的精神心理疾病。 由于缺乏客观有效的生物标志物,对抑郁症的诊断主要依赖于临床医师的问诊和患者的配合程度,存在一定的误诊率和漏诊率。 机器学习作为人工智能的核心,在抑郁症辅助诊断方面具有出色的表现。 文章梳理了基于不同模态数据的抑郁症识别诊断模型,指出了影响识别准确率的因素,最后

提出问题和展望,旨在为辅助诊断抑郁症提供参考依据。
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抑郁症,也称为抑郁障碍,是一种常见情绪障碍,其主要表现为思维迟滞、意志减退及社会功能受损,严重者可致自伤行为和自杀意念[1]。 世界卫生组织 2021 年报道,抑郁症是导致全球精神和身体残疾的主要原因,据估计,全球共有超过 3. 5 亿人患病,到 2030 年为止,抑郁症可能成为第一致残疾病[2]。 有研究发现, 抑郁症终身患病率可达 18. 1%[3],国内抑郁症患病率为 6. 9%[4]。 然而,在精神卫生领域,对抑郁症的诊断主要依靠问诊和量表筛查,极大依赖于医师的临床经验和患者的配合程度,具有很高的误诊率和漏诊率[5]。 相关数据显示,全科医师对抑郁症的诊断识别率达 47. 3%[6]。因此,寻找客观有效的诊断方法对早发现、早治疗具有十分紧迫的现实意义。

近年来,随着人工智能的日趋成熟,其应用已逐渐渗透至精神医学领域,对抑郁群体的精神疾病的早期预测、识别,以及调整最优治疗方案等方面具有出色的表现,在抑郁症的辅助诊断中发挥着不可或缺的作用。 其中,机器学习(machinelearning,ML)

作为人工智能的核心技术,其优势在于可以从海量的数据中,学习事物背后的规律,并对未来数据进行有效预测。 机器学习是一门研究计算机如何从数据中学习的科学学科,指计算机对已有的数据进行自主学习,以便于在下一次执行相同的任务中表现出更高效率的技术。 按照模型结构的深度可以将机器学习分为传统机器学习和深度学习[7]。 机器学习因具有很强的数据处理能力,可用于建立临床预测模型,辅助临床医师诊断和判断疾病预后情况,有助于精准医疗的实施。 本文基于机器学习在抑郁症辅助诊断中的应用现状,对其优势和不足进行归纳总结,以期为临床医生和科研工作者识别抑郁症和开展相关研究提供启示与参考。

## 1　 基于不同模态数据的机器学习诊断方法

　 　 机器学习有助于临床医师寻找到抑郁症潜在的生物标志物,协助抑郁症的早期诊断及分类,现有研究表明,抑郁症患者与正常个体在语音、眼动、脑电、面部表情和磁共振成像等方面数据特征上存在显著差异。

1. 1　 基于语音数据　 随着人工智能的蓬勃发展, 将机器学习与抑郁症语音特点相结合可以显著提升抑郁症预测的准确率。 语音数据具有无创性、便捷性等特点,已被证明是识别抑郁症的客观可靠指标[8]。 研究显示,与健康个体相比,抑郁症患者说话声音低沉,语速更慢,停顿时间更长,说话犹豫、单调,有时还会出现口吃的现象[9]。 基于语音特征上的差异,研究者采用机器学习算法提取常用抑郁语音特征,如韵律特征、音质特征、频谱特征、Teager 能量算子和 i 向量等参数来建立抑郁识别模型。 Kwon 和 Kim[10]在建模阶段采用全连接的深度神经网络, 融合声学、韵律和语言特征对抑郁严重程度进行分级,最终获得 78%的准确率。 需注意的是,使用韵律特征对语音抑郁研究的结论仅限于实验室环境, 对自然环境下的语音特点是否适用于机器学习建模仍需进一步探索。 Sumali 等[11] 对抑郁症患者和痴呆患者进行临床访谈录音,使用音频特征,采用支持向量机完成了症状之间的检测和区分。 总的来说, 使用音质特征可以有效实现抑郁症与相混淆疾病的鉴别。 Rejaibi 等[12]提出一种基于深度递归神经网络的抑郁症检测框架,使用 MFCC 从语音中预测抑郁严重程度。 除以上常用语音特征外,也有部分学者采用具有“高代表性”的 Teager 能量算子[13] 和 i 向量[14]在抑郁检测领域进行了应用。 语音作为生理信号之一,还与心理状态之外的因素有关,因此, 建议研究者实施更为严格的入组标准,融入多模态信号,提升模型的训练性能。

1. 2　 基于眼动数据　 眼动是指视觉系统在接受外界刺激时所产生的一系列动态模式。 作为临床医师的辅助诊断手段,眼动技术具有非侵入性、便利、成本效益高等优点,通过呈现特定刺激下的眼球运动模式来探明认知、情感和生理状态,具有很高的时空分辨率。 Zhang 等[15]在被试注视稳定性、自由观看和抗扫视测试任务中提取出 11 个眼动指标,使用支持向量机、二次判别分析和贝叶斯算法建立模型对抑郁症和健康被试进行分类,结果发现三种机器学习算法的分类准 确率在 8 1% 以上。 Alghowinem 等[16]使用 Active Appearance Models 分析从人脸视

频中提取的眼动特征建模,用于二分类识别任务 (抑郁与非抑郁)。 结果发现基于高斯混合模型和支持向量机的混合分类器对抑郁症识别准确率为 70%,使用支持向量机分类器的统计度量时,准确率为 75%。 由此可见,眼动追踪技术在机器学习算法构建抑郁识别模型中具有良好的适用性,目前受数据库和样本量的限制,其拟合度还需提高。 国内学者赵菊[17]使用深度学习技术,利用眼动平滑追踪实验和正反向眼跳实验范式,发现抑郁识别准确率均达到 90%以上。 虽然该研究取得了较好的分类效果,但样本量规模还不够大,建议下步扩充样本量来更好满足深度学习的需求。

1. 3　 基于脑电数据　 脑电技术是一种在大脑皮层或皮层表面来探测神经细胞电生理活动的手段,具有很高的时间分辨率,在抑郁的临床诊断和识别中具有广阔的运用价值[18]。 传统机器学习算法常被用于评估抑郁状态。 Cai 等[19]采集了中性、负性、正性音频刺激下的不同脑电图数据,构建多模态模型来区分抑郁症患者和正常人。 具体采用特征级融合技术对不同模式的脑电数据进行融合,发现 K-近邻算法分类器的分类准确率高达 86. 98%,表明该融合模式比单个模式具有更高的抑郁症识别准确率。相比传统机器学习,深度学习能自动提出特征值,在抑郁脑电自动识别任务中表现更为突出。 Lan 等[20]设计出快乐、中性和悲伤情绪的情绪激发实验范式,采集 33 例抑郁症患者和 40 名健康对照者在观看电影时的脑电图信号,构建注意简单图卷积网络,发现重度抑郁-健康分类器对快乐情绪的敏感性为 81. 93%,特异性为 91. 69%,表明情绪神经模式在区分抑郁患者和健康对照者方面具有较好的性能。 从国内外研究可以看出,目前传统机器学习应用于抑郁脑电研究需研究者手动提取特征值,很大程度上依赖于研究者的经验。 在选取与实验相关的脑电通道集合时,忽略了不同通道间的联系。 此外, 研究也通常局限于某一数据集,建议加强开展跨数据集的相关研究。

1. 4　 基于面部表情　 抑郁症会伴随着非言语行为的改变,其中面部表情承载了大量非言语信息,因此,面部表情是辅助诊断抑郁症的可靠特征指标。研究表明,抑郁症患者通常表现为面部表情变异性减少,有些无意识的面部表情可能与抑郁症高度相关[21]。 回顾已有文献,基于机器学习的面部特征识别研究主要体现在抑郁症与其他群体的分类和抑郁症的亚型及严重程度上。 在抑郁症群体和健康人群的分类方面,Guo 等[22]收集受试者执行五项情绪激发任务来创建数据集,具体包括观看电影片段、回答个具体问题、阅读 3 篇文章和图片描述任务,通过 Knect 采集被试的音频和视频信息,包括面部表情 3D信息(深度信息),采用深度信念网络模型的学习方法,结果发现实验可以识别潜在的抑郁症患者, 正性和负性情绪刺激对抑郁症的识别表现更佳,并且对女性的识别率普遍高于男性。 值得注意的是, 不同研究采用的数据集、实验范式和研究指标有所区别,建议下步需扩大样本量和统一的实验范式来提升研究质量。 还有研究者聚焦于抑郁症的亚型判断和严重程度划分。 Bhatia 等[23]以 13 例抑郁症患者、13 例非抑郁症患者和 13 名健康对照者为研究对象,选择监督下降法提取被试面部几何和纹理特征,采用支持向量机作为分类器,分类准确率可达 69%。 结果也为临床抑郁亚型的区分提供了一定的研究方向。 Zhou 等[24]提出抑郁网的深度卷积神经网络架构,并推导出一种深度回归学习算法,用于视觉抑郁特征的学习和抑郁严重程度的预测,还能根据生成的抑郁激活图定位面部图像中严重程度的显著区域。 以上研究通过算法提升了基于面部表情的抑郁识别模型性能,实现抑郁症状的时空计算和直观图像,为临床医师辅助诊断抑郁症提供了一定的便捷度。
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1. 5　 基于磁共振成像　 磁共振成像技术主要分为结构磁共振成像和功能磁共振成像技术,因具有非侵入性、无辐射等特点在抑郁症辅助诊断中广泛运用。 因此,磁共振成像为精神科医师早期准确诊断抑郁症,找到合适的治疗靶点,优化临床疗效提供了重要辅助工具。 有研究显示,与健康被试者相比,抑郁症患者的额叶、颞叶和边缘系统等区域存在形态学上的差异[25]。 已有研究从脑部结构和功能的差异去识别抑郁症。 有学者以 22 例重度抑郁症和 22 例健康对照组为研究对象,采用线性核支持向量机和无创动脉自旋标记 MRI 测量的脑血流量特征来区分重度抑郁症和健康被试,发现模型分类准确率为 77. 3%,特异性为 80%,敏感性为 75%[26]。 该研究提示皮质、边缘和旁边缘区域的脑血流量是有效的分类特征指标。 除此之外,还有研究采用机器学习与任务态 fMRI[27]、 功能连接[28]、 脑功能网络[29]、弥散张量成像[30]等磁共振成像相结合,均取得了较好的分类准确率。 鉴于不同研究识别诊断准确率差异性较大的现状,国外一项 Meta 分析结果显示,在以磁共振成像的机器学习抑郁识别研究中,基于静息态 MRI(灵敏性 85%,特异性 83%) 和弥散 MRI(弥散张量图像,DTI) 数据(灵敏性 88%,特异性 92%) 的抑郁识别分类效果优于基于结构 MRI

(灵敏性 70%,特异性 71%) 和任务态 MRI 的数据 (灵敏性 74%,特异性 77%)[31]。 以上研究提示,使用神经影像学数据可能成为诊断抑郁症的潜在生物标志物。

1. 6　 基于多模态数据　 由于抑郁症的临床表现和影响因素相当复杂,使用单一模态的数据极有可能忽略个体差异对结果的影响。 近年来,有研究者使用机器学习融合多模态数据进行建模,取得良好的预测识别效果。 有学者提取语音、眼球活动及头部姿势三个模态数据的特征,采用支持向量机进行分类,结果发现多模态特征融合后的识别准确率显著高于单个模态[32]。 侯峰等[33]采用情绪脸-词 Stroop 任务,收集 31 例重度抑郁症患者和 31 名健康对患者的行为数据及 ERP 数据,提出行为脑电并行时序卷积神经网络的学习方法,结果发现,与单模态数据结果相比,多模态在准确性和 F1 分值等指标上具有明显的提升。 此外, 还有研究基于量表[34]、 文本[35]、炎症标志物[36]、脉搏和呼吸信号[37]、用户画像[38]、蛋白组学[39]和步态信息[40]等模态数据建立机器学习模型用于抑郁症分类研究,未来可融合不同模态信息,提升模型诊断准确率。

综上所述,基于语音、眼动、脑电、面部表情和磁共振成像等模态数据的机器学习识别模型均取得了较高的准确率,较单一模态数据而言,使用多模态数据往往在一定程度上提升了准确率,但使用不同模态数据的机器学习模型各有优缺。 现将不同模态数据的特点、优点和不足进行总结(表 1)。

## 2　 影响诊断准确率的因素

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 表 1　 不同模态数据的机器学习诊断方法的特点、优点和不足   |  |  |  |  | | --- | --- | --- | --- | | 模态数据 | 优点 | 特点 | 不足 | | 语音 | 数据采集具有非侵入、易获得等优点 | 使用韵律、音质和谱特征 | 语音采集环境要求高,诊断准确率极大依赖于数据集的质量,识别诊断效果取决于不同的特征组合 | | 眼动  脑电  面部表情 | 无侵入性和伤害、便捷、成本  低、客观高效时间分辨率高、非侵入、不易  伪装、成本效益高面部表情是高信息量指标,采集具有无侵入性、省时、省力等优势 | 使用注视特征、眼跳特征、访  问特征和扫视特征等使用频段特征、对称性特征、  信号特征和网络特征使用整体面部特征、面部区域特征、标记点特征和动作单元等 | 缺乏大样本建立标准化数据集,诊断准确率  差异较大,精确度和拟合度需提高数据维度高、信号易受干扰、导联数多,实验  范式的选择需进一步考虑忽略了抑郁症患者面部表情的时间变化特征,临床样本量较少,限制了研究的推广运用 | | 磁共振成像 | 空间分辨率高、非侵入性、时空连续性 | 利用脑结构、脑功能、区域代谢、结构功能连接等指标 | 研究质量参差不齐,特征脑区未达成共识, 大部分研究利用传统机器学习,深度学习处于探索阶段 | | 多模态数据 | 能有效弥补单一模态数据的不足,多模态数据能有效提升识别准确率 | 融合不同模态数据特征 | 数据维度多,建模算法难度增加 | |

　 　 在机器学习应用领域,往往通过建立分类模型学习数据规律来实现对抑郁的识别和诊断,模型性能的优劣是运用于临床的决定性因素。 从已有文献总结得出,预测因子的选择、样本集种类及规模、特征工程和算法类型是识别诊断模型准确性的影响因素。

2. 1　 预测因子的选择　 从以往研究结果来看,抑郁症的影响因素众多且复杂,若采集抑郁症的全部因素纳入机器学习模型,从理论上讲可以极大提升识别诊断模型的准确性,但从实践上看,纳入全部因素会使得研究者采集数据的工作量巨大,对人力、物力和财力造成浪费。 因此,选择合适的预测因子组合是成功建模的关键。 国内有学者通过采集被试的脑电和眼动数据,结果发现在采用统一机器学习算法下,基于脑电信号的训练模型识别准确率明显优于眼动信号[41]。 国外一项研究基于脑电信号采用深度卷积神经网络进行建模,发现以右侧大脑数据的建模识别效果明显优于左侧大脑数据[42]。 由此可见,预测诊断模型的识别准确率因选择抑郁症生物标志物的不同而有所区别,研究者在考虑准确率和成本效益的情况下应不断寻找最优的预测因子来建模。

2. 2　 样本集种类及规模　 样本量小是目前基于传统机器学习的抑郁诊断模型中存在的普遍问题,样本量过小容易导致训练模型时特异度较高出现过拟合问题,在测试模型时发现在新样本上预测准确率低,导致泛化能力不强[43]。 与综合数据集相比,采用单一数据集还会出现预测性能低的问题[44]。 国外一项系统综述和 Meta 分析显示,使用单一数据集的预测效果估计值为 0. 85,联合使用数据集的预测效果为 0. 93,分类准确率更高[44]。 因此,建议研究者尽可能收集多样化的样本集、扩充样本量、采用外部验证的方法提升模型的应用价值。

2. 3　 特征工程　 在收集的原始数据中,既包含了对训练模型有用的特征信息,也包含影响结果的冗余信息,因此,需剔除冗余信息,提取有用信息,此过程称为特征工程。 特征工程对预测模型的准确率有着十分重要的作用。 研究证明,对采集的同一数据集分析发现,采用不同的特征值,模型预测的准确率也不同[45]。 特征工程这一过程需要研究者专业知识背景,耗费时间和精力,基于此,一些研究者另辟蹊径使用深度学习来尝试解决这一问题。 深度学习具有自动提取特征值、对数据规律有很强的挖掘能力等优点, 近年来已逐步应用于抑郁辅助诊断领域[46]。

2. 4　 算法类型　 算法类型同样是影响模型识别准确率的重要因素。 一些研究发现,与传统机器学习算法相比,卷积神经网络的分类准确率更高[47]。 卷积神经网络可以更好的对数据间潜在的规律进行发现和挖掘,以达到更好的分类性能。 国外学者指出, 积卷神经网络在模型训练前不需要人工提取特征值,简化了人工步骤,并且具有很强的拟合能力和较好的分类效果[42],因此,深度学习的价值值得研究者进一步探索。 深度学习虽然具有拟合能力强、不需要手动提取特征值等优点,但也存在训练时间长、解释性较差、对电脑硬件要求高等不足[48]。 传统机器学习适用于小样本研究,对模型的解释能力强于深度学习,但存在拟合能力一般的缺陷[49]。 可以看出,传统机器学习和深度学习各有优缺。 因此,研究者在考虑经济、人力成本等因素的情况下,结合数据集、样本量等实际情况,选择合适的算法类型以训练出最优的模型。

## 3　 存在问题及展望

3. 1　 可供研究数据少　 要训练出准确性高、泛化能力好的抑郁诊断分类模型往往需要较大的样本量。 在国内研究领域,各医疗单位缺乏统一标准化的医疗信息管理系统,信息间的差异致使收集样本量较小。 与国内研究相比,美国的健康系统发展较为完善,各医疗系统可以实现信息共享,利用较大的样本量进行机器学习取得了较好的效果[50]。 建议在国内逐渐建立统一完善的医疗信息系统,规范管理健康数据库,各科研单位、医院实行信息共享,通过健康数据的统一化,在大样本前提下提升模型的泛化能力。

3. 2　 预测模型有待优化　 抑郁诊断识别模型的预测效果受参数、算法等诸多因素的影响,因此,需不断优化模型来提升训练性能。 训练模型是机器学习的关键步骤,因此,选择什么算法来训练模型是优化模型的核心。 对于收集到的同一数据集,采用不同的机器学习算法会得到不同的预测准确率,且每一种算法都有自身独特的适用条件。 因此,研究者应结合数据类型、各类算法的优缺点和人力物力等因素综合进行衡量,对研究适合的算法给予精确的判断和选择,在训练模型中调整参数迭代选择出最佳预测模型。

3. 3　 模型可解释性不够　 传统的研究方法是基于理论假设,提出科学问题,通过传统统计方法的结果验证理论假设。 为提升抑郁诊断识别的准确性,机器学习是以数据为核心的算法,会使用多维度数据建模,使模型运行成为一个不可控的过程,研究结果无法完全用已有的假设来解释,甚至无法确定抑郁症与特征值的映射关系。 因此,临床医师也会鉴于模型的可解释性不够,慎重考虑模型的参考价值,在一定程度上限制了模型的应用和推广能力。 如何将机器学习算法与理论相结合,提升模型的可解释性以便于辅助医师诊断是今后值得探索的问题。

3. 4　 缺乏医疗信息人才　 在信息化的时代背景下,我们周围充斥着海量的医疗数据信息。 医护人员每天都会录入患者的健康数据,除此之外,移动设备、生物传感器等设备每天记录着个体的健康信息, 这些数据蕴含着许多潜在与抑郁症症状和表现相关的信息。 对这样的数据进行挖掘提取需要医疗信息相关的技术,而国内的医疗信息人才比较匮乏,急需培养相关的人才,提升挖掘处理数据的能力。 建议人工智能、计算机、信息科学、心理学、精神病学等学科加强合作,培养医疗信息人才,推动心理学和医学的融合发展。

综上说明,已有研究基于机器学习从语音、脑电、眼动、面部表情和磁共振成像等模态数据去辅助临床医师识别和诊断疾病,均取得了一定的应用效果。 但抑郁症是一种涉及多层面病因的精神疾病, 建议以后研究可融合行为学、神经电生理、基因组学等多模态数据,发挥信息的互补作用,选择合适的机器学习算法,为临床医师诊断抑郁症提供更客观有效的评估手段。
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# 新型靶向给药系统对创伤性关节炎的应用进展

## 王东轶,商　 玮

　 　 【摘要】　 创伤性关节炎是导致关节功能障碍的主要原因之一。 传统给药方式存在剂量依赖性、胃肠道反应、肝肾功能损伤等缺点。 因此,开发更好的给药系统是治疗创伤性关节炎的研究热点。 新型靶向给药系统是通过内外源性刺激诱导载药纳米颗粒靶向关节炎症部位释放药物,具有载药量高、毒副作用少、治疗效果好的优势。 本文阐述了多种新型靶向给药系统

在创伤性关节炎治疗中应用的研究进展。

　 　 【关键词】　 创伤性关节炎;靶向给药系统;纳米颗粒

　 　 【中国图书分类号】　 R684. 3

　 　 创伤性关节炎是战创伤常见的疾病,严重影响官兵进行军事训练和日常生活,甚至造成关节功能丧失。 传统的非靶向给药方式存在药物生物利用度低、体内分布差异以及关节外不良反应等缺点,导致临床疗效欠佳。 新型靶向给药系统能够利用纳米材料跨越生物屏障,在靶细胞或组织精准释放适当浓度的活性药物,具备更好的安全性和疗效。 本文阐述借助内部刺激和外部刺激获得主动靶向特性的新型给药系统对创伤性关节炎的应用进展。

## 1　 内部刺激驱动纳米给药系统

1. 1　 酶响应性纳米给药系统　 酶响应性纳米给药系统是通过特异性识别关节损伤中表达异常的内源性酶,将纳米载体内封装的药物靶向释放至关节炎症部位。 创伤性关节炎存在 过量产生的分解代谢酶,如基质金属蛋白酶(matrix metalloproteinase,MMP)和血

小板反应蛋白解整合素金属肽酶,它们在关节腔内降解细胞外基质蛋白,导致关节滑液减少和软骨损伤[1]。 在纳米载体表面修饰对酶敏感的官能团,可主动靶向性结合关节炎症部位高表达的细胞外酶或胞
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内酶,再经酯键断裂和电荷翻转等方式释放药物[2]。在纳米载体表面偶联 MMP-2 敏感肽,在关节炎症中高表达的 MMP-2 酶作用下被水解,增加关节组织中药物的浓度,取得了更好的治疗效果[3]。 酶响应性纳米给药系统不仅具有高度特异性的生物识别能力,还可以根据疾病活动性进行定量释放药物,即疾病活动性较低则药物释放量减少[4]。

1. 2　 pH 敏感纳米给药系统　 pH 敏感纳米给药系统是利用可质子化的基团、酸不稳定键或具有 pH 敏感性的聚合物等连接材料,促进纳米材料在酸性病理微环境下释放药物。 创伤性关节炎的软骨细胞糖酵解和乳酸增多会导致滑液的 pH 降低,且软骨基质处于缺氧状态可加重微环境的酸中毒[5]。 在纳米颗粒表面偶联亚胺键、腙键、酯键、酰胺键和聚乙二醇等 pH 敏感结构,在生理条件下可以保持纳米颗粒的稳定性,但在关节炎症的酸性环境中会发生断裂,从而释放出载体内的药物[6]。 Lin 等[7] 证实,用亚胺键修饰纳米凝胶,可在酸性环境下释放被包封药物,降低了药物的降解速率。 Bajpayee 等[8] 选用另一种缓释连接剂腙,含腙链的纳米载药颗粒愈靠近软骨细胞释放药物的速度愈快。 腙键比亚胺键更稳定,并且可以根据环境调节腙键的水解速率, 从而控制药物释放速度。 Mathiyalagan 等[9] 运用聚乙二醇偶联载体,促使其在酸性环境下释放更多药