项目1 基于马尔科夫模型的自动即兴音乐推荐

1.3 模块实现

1.3.1 钢琴伴奏制作

1.和弦的实现

本部分代码完成添加和弦功能。

#midi\_extended/Track.py中的TrackExtended类

def my\_chorus\_num(self, all\_note, length, num=1, velocity=70, channel=0, change=1): #change为1表示级数调用（索引音阶），0表示和弦名称调用（无需索引音阶）

base\_note = 60 #基音

base\_num = 0

delay = 0

for chord\_note in all\_note:

for j in range(num):

count = 0

for note in chord\_note:

note = base\_note+base\_num\*12 + sum(self.scale[0:note]) if change \

else base\_note + base\_num \* 12 + note - 1

#绝对和弦名称时直接加上得到的数字，级数表示和弦需要索引音阶内的音符

super().append(Message('note\_on', note=note, velocity=velocity if count else velocity + 10, time=round(delay \* self.meta\_time), channel=channel))

for note in chord\_note:

note = base\_note + base\_num \* 12 + sum(self.scale[0:note]) if change else base\_note + base\_num \* 12 + note - 1

super().append(Message('note\_off', note=note, velocity=velocity if count else velocity + 10, time=0 if count else round(0.96 \* self.meta\_time \* length), channel=channel))

count = count + 1 #设第一排为重拍

2.和弦级数转为当前调式音阶

将用户输入的和弦级数（数字1~7）转换为绝对的和弦名称，再用musthe()方法将和弦名称转为当前调式下的音阶。

def change(self, num, key, mode, count=4):

#将和弦从数字更改为字符串

d = {'C': 1, 'D': 2, 'E': 3, 'F': 4, 'G': 5, 'A': 6, 'B': 7}

result = []

try:

if type(num) == int and 0 < num < 8:

s = musthe.Scale(musthe.Note(key), mode)

scale = []

for i in range(len(s)):

scale.append(str(s[i]))

for i in range(count):

try: #对音阶数7取余

result.append(d[scale[(num - 1 + 2 \* i) % 7][0]])

except IndexError:

#五声音阶的数目比较少，可能会存在超出索引范围的现象，对5取余

result.append(d[scale[(num - 1 + 2 \* i) % 5][0]])

else:

raise TypeError('num should be int from 1~7.')

except NameError:

return self.change(num, key, 'aeolian', count)

return result

3.根据预置节奏生成伴奏

本项目为4/4拍和3/4拍的歌曲各提供了6种预置节奏型，共12种节奏型的钢琴伴奏，其中预置节奏型由日常演奏经验而得，是常用的节奏型，能适应大多数曲目。

def my\_chorus\_4\_simple(self, chord\_progression, type=1, change=1, circulation=1): #4/4拍节奏预置

def mode1(): #模式1

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 4)

else:

self.my\_chorus\_num(chord\_progression, 4)

def mode2(): #模式2

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 1, 1, 80)

self.my\_chorus(chord, 1, 1)

self.my\_chorus(chord, 1, 1, 60)

self.my\_chorus(chord, 0.5, 2)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 1, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 1, 1)

self.my\_chorus\_num([chord\_progression[j % l]], 1, 1, 60)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 2)

def mode3(): #模式3

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 1, 1, 80)

self.my\_chorus(chord, 1, 1)

self.my\_chorus(chord, 1.5, 1, 60)

self.my\_chorus(chord, 0.5)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 1, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 1, 1)

self.my\_chorus\_num([chord\_progression[j % l]], 1.5, 1, 60)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5)

def mode4(): #模式4

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 2, 1, 80)

self.my\_chorus(chord, 1.5, 1, 60)

self.my\_chorus(chord, 0.5)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 2, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 1.5, 1, 60)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5)

def mode5(): #模式5

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 0.5, 1, 80)

self.my\_chorus(chord, 0.5, 2)

self.my\_chorus(chord, 1)

self.my\_chorus(chord, 0.5, 1, 60)

self.my\_chorus(chord, 0.5, 2)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 2)

self.my\_chorus\_num([chord\_progression[j % l]], 1)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 1, 60)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 2)

def mode6(): #模式6

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 0.5, 1, 80)

self.my\_chorus(chord, 0.5, 2)

self.my\_chorus(chord, 0.25, 4)

self.my\_chorus(chord, 0.5, 1, 60)

self.my\_chorus(chord, 0.5, 1)

self.my\_chorus(chord, 0.25, 2)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 2)

self.my\_chorus\_num([chord\_progression[j % l]], 0.25, 4)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 1, 60)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 1)

self.my\_chorus\_num([chord\_progression[j % l]], 0.25, 2)

type\_d = {1: mode1, 2: mode2, 3: mode3, 4: mode4, 5: mode5, 6: mode6}

type\_d.get(type)()

def my\_chorus\_3\_simple(self, chord\_progression, type=1, change=1, circulation=1): #3/4拍的预置

def mode1(): #模式1

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 3)

else:

self.my\_chorus\_num(chord\_progression, 3)

def mode2(): #模式2

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 1, 1, 80)

self.my\_chorus(chord, 1, 2)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 1, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 1, 2)

def mode3(): #模式3

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 1, 1, 80)

self.my\_chorus(chord, 0.5, 4)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 1, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 4)

def mode4(): #模式4

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 0.5, 1, 80)

self.my\_chorus(chord, 1)

self.my\_chorus(chord, 0.5, 3)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 1)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 3)

def mode5(): #模式5

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 1.5, 1, 80)

self.my\_chorus(chord, 0.5, 3)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 1.5, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 0.5, 3)

def mode6(): #模式6

if change:

for chord in chord\_progression:

self.my\_chorus(chord, 0.75, 1, 80)

self.my\_chorus(chord, 0.25)

self.my\_chorus(chord, 0.75)

self.my\_chorus(chord, 0.25)

self.my\_chorus(chord, 0.75)

self.my\_chorus(chord, 0.25)

else:

l = len(chord\_progression)

for j in range(circulation):

self.my\_chorus\_num([chord\_progression[j % l]], 0.75, 1, 80)

self.my\_chorus\_num([chord\_progression[j % l]], 0.25)

self.my\_chorus\_num([chord\_progression[j % l]], 0.75)

self.my\_chorus\_num([chord\_progression[j % l]], 0.25)

self.my\_chorus\_num([chord\_progression[j % l]], 0.75)

self.my\_chorus\_num([chord\_progression[j % l]], 0.25)

type\_d = {1: mode1, 2: mode2, 3: mode3, 4: mode4, 5: mode5, 6: mode6}

type\_d.get(type)()

1.3.2 乐句生成

1.添加音符

#向音轨内添加一个普通音符，此函数由MusicCritique提供

def add\_note(self, note, length, modulation=0, base\_num=0, delay=0, velocity=90, scale=[0, 2, 2, 1, 2, 2, 2, 1], channel=0, pitch\_type=0, tremble\_setting=None, bend\_setting=None):

bpm = self.bpm

base\_note = 60 + modulation

if pitch\_type == 0:

try:

super().append(Message('note\_on', note=base\_note + base\_num \* 12 + sum(scale[0:note]), velocity=velocity, time=round(delay \* self.meta\_time), channel=channel))

super().append(Message('note\_off', note=base\_note + base\_num \* 12 + sum(scale[0:note]), velocity=velocity, time=int(round(0.96 \* self.meta\_time \* length)), channel=channel))

except IndexError: #选中五声音阶时，只有五个音，而hmm最多生成七个音

super().append(Message('note\_on', note=base\_note + base\_num \* 12 + sum(scale[0:note - 2]), velocity=velocity, time=round(delay \* self.meta\_time), channel=channel))

super().append(Message('note\_off', note=base\_note + base\_num \* 12 + sum(scale[0:note - 2]), velocity=velocity, time=int(round(0.96 \* self.meta\_time \* length)), channel=channel))

elif pitch\_type == 1: #颤音

try:

pitch = tremble\_setting['pitch']

wheel\_times = tremble\_setting['wheel\_times']

super().append(Message('note\_on', note=base\_note + base\_num \* 12 + sum(scale[0:note]), velocity=velocity, time=round(delay \* self.meta\_time), channel=channel))

for i in range(wheel\_times):

super().append(Message('pitchwheel', pitch=pitch, time=round(0.96 \* self.meta\_time \* length / (2 \* wheel\_times)), channel=channel))

super().append(Message('pitchwheel', pitch=0, time=0, channel=channel))

super().append(Message('pitchwheel', pitch=-pitch, time=round(0.96 \* self.meta\_time \* length / (2 \* wheel\_times)), channel=channel))

super().append(Message('pitchwheel', pitch=0, time=0, channel=channel))

super().append(Message('note\_off', note=base\_note + base\_num \* 12 + sum(scale[0:note]), velocity=velocity, time=0, channel=channel))

except:

print(traceback.format\_exc())

elif pitch\_type == 2:

try:

pitch = bend\_setting['pitch']

PASDA = bend\_setting['PASDA']

#结合PASDA(Prepare-Attack-Sustain-Decay-Aftermath)属性值实现MIDI滑音和颤音效果

prepare\_rate = PASDA[0] / sum(PASDA)

attack\_rate = PASDA[1] / sum(PASDA)

sustain\_rate = PASDA[2] / sum(PASDA)

decay\_rate = PASDA[3] / sum(PASDA)

aftermath\_rate = PASDA[4] / sum(PASDA)

super().append(Message('note\_on', note=base\_note + base\_num \* 12 + sum(scale[0:note]), velocity=round(100 \* velocity), time=round(delay \* self.meta\_time), channel=channel))

super().append(Message('aftertouch', time=round(0.96 \* self.meta\_time \* length \* prepare\_rate), channel=channel))

super().append(Message('pitchwheel', pitch=pitch, time=round(0.96 \* self.meta\_time \* length \* attack\_rate), channel=channel))

super().append(Message('aftertouch', time=round(0.96 \* self.meta\_time \* length \* sustain\_rate), channel=channel))

super().append(Message('pitchwheel', pitch=0, time=round(0.96 \* self.meta\_time \* length \* decay\_rate), channel=channel))

super().append(Message('note\_off', note=base\_note + base\_num \* 12 + sum(scale[0:note]), velocity=velocity, time=round(0.96 \* self.meta\_time \* length \* aftermath\_rate), channel=channel))

except:

print(traceback.format\_exc())

def add\_rest(self, length, velocity=80, channel=0): #增加休止符

super().append(Message('note\_off', note=0, velocity=velocity, time=round(0.96 \* self.meta\_time \* length),

channel=channel))

def add\_tenuto(self, length): #增加延音音符

off = super().pop() #list的最后一个音符note\_off

on = super().pop() #list的最后一个音符note\_on

off.time = round(off.time + 0.96 \* self.meta\_time \* length)

super().append(on)

super().append(off)

2.旋律生成

相关代码如下：

def hmmmelody():

startprob = np.array([0.15, 0.15, 0.15, 0.15, 0.15, 0.15, 0.10, 0.00, 0.00]) #初始分布

#状态转移矩阵，由日常演奏经验得出

transmat = np.array([[0.05, 0.10, 0.20, 0.15, 0.20, 0.10, 0.05, 0.05, 0.10], [0.10, 0.05, 0.10, 0.20, 0.20, 0.10, 0.10, 0.05, 0.10], [0.20, 0.10, 0.05, 0.10, 0.10, 0.20, 0.10, 0.05, 0.10], [0.10, 0.10, 0.20, 0.05, 0.10, 0.10, 0.20, 0.05, 0.10], [0.10, 0.20, 0.10, 0.10, 0.05, 0.10, 0.20, 0.05, 0.10], [0.05, 0.10, 0.20, 0.25, 0.10, 0.05, 0.10, 0.05, 0.10], [0.05, 0.10, 0.20, 0.10, 0.25, 0.10, 0.05, 0.05, 0.10], [0.12, 0.12, 0.12, 0.12, 0.12, 0.12, 0.12, 0.16, 0.00], [0.12, 0.12, 0.12, 0.12, 0.12, 0.12, 0.12, 0.16, 0.00]])

means = np.array([[1], [2], [3], [4], [5], [6], [7], [0], [-1]])

#covariance为协方差

covars = .000000000001 \* np.tile(np.identity(1), (9, 1, 1))

#identity的参数1要和means每一行中列数对应

#np.identity 制造对角阵，使用np.tile把对角阵复制成4行1列1条的三维矩阵

model = hmm.GaussianHMM(n\_components=9, covariance\_type="full")

model.startprob\_ = startprob

model.transmat\_ = transmat

model.means\_ = means

model.covars\_ = covars

#产生样本

X, Z = model.sample(50)

m = []

for i in range(50):

temp = int(round(X[i, 0]))

m.append(temp)

#print(m)

return m

3.节奏生成

相关代码如下：

def hmmrhythm():

#初始概率

startprob = np.array([0.15, 0.15, 0.20, 0.20, 0.00, 0.00, 0.20, 0.10, 0.00])

transmat = np.array([[0.15, 0.15, 0.10, 0.10, 0.10, 0.10, 0.10, 0.10, 0.10], [0.20, 0.20, 0.20, 0.10, 0.05, 0.05, 0.10, 0.05, 0.05], [0.05, 0.20, 0.20, 0.20, 0.10, 0.05, 0.05, 0.10, 0.05], [0.05, 0.05, 0.20, 0.20, 0.20, 0.10, 0.05, 0.05, 0.10], [0.10, 0.05, 0.05, 0.20, 0.20, 0.20, 0.10, 0.05, 0.05], [0.05, 0.10, 0.05, 0.05, 0.20, 0.20, 0.20, 0.10, 0.05], [0.05, 0.05, 0.10, 0.05, 0.05, 0.20, 0.20, 0.20, 0.10], [0.10, 0.05, 0.05, 0.10, 0.05, 0.05, 0.20, 0.20, 0.20], [0.20, 0.10, 0.05, 0.05, 0.10, 0.05, 0.05, 0.20, 0.20]])

#每个分量的均值

means = np.array([[1], [2], [4], [8], [16], [32], [6], [12], [24]])

#每个分量的协方差

covars = .000000000001 \* np.tile(np.identity(1), (9, 1, 1))

#identity的参数1要和means每一行中的列数对应

#np.identity 制造对角阵，使用np.tile把对角阵复制成4行1列1条的三维矩阵

#建立HMM实例并设置参数

model = hmm.GaussianHMM(n\_components=9, covariance\_type="full")

model.startprob\_ = startprob

model.transmat\_ = transmat

model.means\_ = means

model.covars\_ = covars

#产生样本

X, Z = model.sample(32)

for i in range(32):

X[i, 0] = int(round(X[i, 0]))

r = X[:, 0]

sum = 0

i = 0

new\_r = []

while 1 - sum > 0:

sum += 1 / r[i]

new\_r.append(1 / r[i])

i += 1

new\_r[i - 1] = 0

new\_r[i - 1] = 1 - np.sum(new\_r)

#print(r[0:i - 1])

#print(new\_r)

#print(np.sum (new\_r))

return new\_r

1.3.3 贝斯伴奏制作

1.添加贝斯轨

向歌曲内添加贝斯轨的相关代码如下：

#向音轨内添加一个普通音符，此函数由MusicCritique提供

def add\_bass(self, note, length, base\_num=-2, velocity=1.0, channel=6, delay=0):

bpm = self.bpm

scale = self.scale

base\_note = 60

super().append(Message('note\_on', note=base\_note + base\_num \* 12 + sum(self.scale[0:note]), velocity=round(80 \* velocity), time=round(delay \* self.meta\_time), channel=channel))

super().append(Message('note\_off', note=base\_note + base\_num \* 12 + sum(self.scale[0:note]), velocity=round(80 \* velocity), time=int(round(0.96 \* self.meta\_time \* length)), channel=channel))

2.预置贝斯轨

根据日常演奏经验，对4/4拍和3/4拍的歌曲分别给出7种常用贝斯轨，共14种，其中函数的输入chord\_progression可以是和弦名称，也可以是和弦级数。例如：self.chord\_progression = ['Fmaj7', 'Em7', 'Dm7', 'Cmaj7']或self.chord\_progression = '4321'。

def my\_bass\_4\_simple(self, chord\_progression, type=1, change=1):

d = {'C': 1, 'D': 2, 'E': 3, 'F': 4, 'G': 5, 'A': 6, 'B': 7}

#这里只用7个音，因为add\_bass内部已经有对音阶的索引，所以不用12个音

def mode1():

for chord in chord\_progression:

self.add\_bass(d[chord[0]] if change else int(chord),0.25)#根音

self.add\_rest(0.25) #休止

self.add\_bass(d[chord[0]] if change else int(chord), 0.25)

self.add\_rest(0.5)

self.add\_bass(d[chord[0]] if change else int(chord), 0.25)

self.add\_rest(0.5)

self.add\_bass(d[chord[0]] if change else int(chord), 1)

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 1) #五音

#此处对和弦名与和弦级数做了兼容处理，函数的输入可以是和弦名也可以是和弦级数

#change为1表示和弦名，为0表示和弦级数，在add\_bass里会做相应的处理

def mode2():

for chord in chord\_progression:

for i in range(16): #十六音符根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.25)

def mode3():

for chord in chord\_progression:

self.add\_bass(d[chord[0]] if change else int(chord),0.5)#根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5)

self.add\_rest(0.5)

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 0.5) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5)

self.add\_bass(d[chord[0]] if change else int(chord), 0.5)

self.add\_rest(0.5)

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 0.5) #七音

def mode4():

for chord in chord\_progression: #行进贝司

self.add\_bass(d[chord[0]] if change else int(chord), 1)#根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 1) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 1)#根音

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 0.75) #七音

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 0.25) #七音

def mode5():

for chord in chord\_progression:

self.add\_bass(d[chord[0]] if change else int(chord), 1)#根音

self.add\_bass(d[chord[0]] if change else int(chord), 1)#根音

self.add\_bass(d[chord[0]] if change else int(chord),1.5)#根音

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 0.5) #七音

def mode6():

i = 0

for chord in chord\_progression: #击弦贝司

if i % 2 == 0:

self.add\_bass(d[chord[0]] if change else int(chord), 0.25, channel=8) #根音

self.add\_rest(0.5)

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 0.25, channel=8) #五音

self.add\_rest(0.5)

self.add\_bass(d[chord[0]] if change else int(chord), 0.5, channel=8) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.25, channel=8) #根音

self.add\_rest(0.5)

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 0.25, channel=8) #五音

self.add\_rest(0.5)

self.add\_bass(d[chord[0]] if change else int(chord), 0.5, channel=8) #根音

else:

self.add\_bass(d[chord[0]] if change else int(chord), 0.25, channel=8) #根音

self.add\_rest(0.5)

self.add\_bass(d[chord[0]] if change else (int(chord) + 4) % 7, 0.25, channel=8) #五音

self.add\_rest(0.5)

self.add\_bass(d[chord[0]] if change else int(chord), 0.5, channel=8) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5, channel=8) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5, channel=8) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 0.5, channel=8) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5, channel=8) #根音

i += 1

def mode7():

i = 0

for chord in chord\_progression:

i += 1

if i % 2:

elf.add\_bass(d[chord[0]] if change else int(chord), 2)#根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 2) #五音

else:

self.add\_bass(d[chord[0]] if change else int(chord), 2) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 1) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 1) #根音

type\_d = {1: mode1, 2: mode2, 3: mode3, 4: mode4, 5: mode5, 6: mode6, 7: mode7}

type\_d.get(type)()

def my\_bass\_3\_simple(self, chord\_progression, type=1, change=1):

d = {'C': 1, 'D': 2, 'E': 3, 'F': 4, 'G': 5, 'A': 6, 'B': 7}

def mode1():

i = 0

for chord in chord\_progression:

i += 1

if i % 2:

self.add\_bass(d[chord[0]] if change else int(chord), 2) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 1) #五音

else:

self.add\_bass(d[chord[0]] if change else int(chord), 1) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 1) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 1) #根音

def mode2():

for chord in chord\_progression:

self.add\_bass(d[chord[0]] if change else int(chord), 3) #根音

def mode3():

i = 0

for chord in chord\_progression:

i += 1

if i % 2:

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 1) #七音

self.add\_bass(d[chord[0]] if change else int(chord), 1) #根音

self.add\_bass((d[chord[0]] + 2) % 7 if change else (int(chord) + 2) % 7, 1) #三音

else:

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 1) #七音

self.add\_bass(d[chord[0]] if change else int(chord), 1) #根音

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 1) #七音

def mode4():

for chord in chord\_progression:

self.add\_bass(d[chord[0]] if change else int(chord), 1) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 1.5) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else int(chord) + 4, 0.5) #五音

def mode5():

i = 0

for chord in chord\_progression:

i += 1

if i % 2:

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 1) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 1) #根音

else:

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 1) #五音

self.add\_bass(d[chord[0]] % 7 if change else int(chord), 0.5) #根音

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 0.5) #七音

def mode6():

for chord in chord\_progression:

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else (int(chord) + 4) % 7, 0.5) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 0.5) #五音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

def mode7():

for chord in chord\_progression:

self.add\_bass(d[chord[0]] if change else int(chord), 0.25) #根音

self.add\_rest(0.25) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.25) #根音

self.add\_rest(0.5) #根音

self.add\_bass((d[chord[0]] + 4) % 7 if change else int(chord) + 4, 0.25) #五音

self.add\_rest(0.5) #根音

self.add\_bass(d[chord[0]] if change else int(chord), 0.5) #根音

self.add\_bass((d[chord[0]] - 1) % 7 if change else (int(chord) - 1) % 7, 0.5) #根音

type\_d = {1: mode1, 2: mode2, 3: mode3, 4: mode4, 5: mode5, 6: mode6, 7: mode7}

type\_d.get(type)()

1.3.4 汇总歌曲制作

1.日志模块

制作歌曲时记录日志，在当前目录下生成日志文件。

import logging

from functools import wraps

def decorator\_log(fun):

logging.basicConfig(level=logging.DEBUG, format='%(asctime)s %(filename)s[line:%(lineno)d] %(levelname)s %(message)s', datefmt='%a, %d %b %Y %H:%M:%S', filename='./test.log', filemode='w')

@wraps(fun)

def fun\_in(\*args, \*\*kwargs):

logging.debug("{} start.".format(fun.\_\_name\_\_))

fun(\*args, \*\*kwargs)

logging.debug("{} end.".format(fun.\_\_name\_\_))

return fun\_in

2.音乐可视化

相关代码如下：

#将音乐的旋律高低与时值长短可视化，保存图片于my/data下，函数由MusicCritique提供

def piano\_roll\_test(self):

path = self.file\_path

mid = MidiFileExtended(path, 'r')

mid.turn\_track\_into\_numpy\_matrix('Piano', "../my/data/Piano.npy")

mid.generate\_track\_from\_numpy\_matrix("../my/data/Piano.npy", (288, 128), 'Piano', False, True, '../my/data/Piano.png')

mid.turn\_track\_into\_numpy\_matrix('Melody', "../my/data/Melody.npy")

mid.generate\_track\_from\_numpy\_matrix("../my/data/Melody.npy", (288, 128), 'Melody', False, True, '../my/data/Melody.png')

if self.sw\_bass:

mid.turn\_track\_into\_numpy\_matrix('Bass', "../my/data/Bass.npy")

mid.generate\_track\_from\_numpy\_matrix("../my/data/Bass.npy",(288, 128), 'Bass', False, True, '../my/data/Bass.png')

3.Impromptu类

后台所有功能汇总类，在此实现即兴曲目的信息输入，可以保存并播放文件，实现音乐可视化。

print("Import start.") #初次运行import时间较长

from midi\_extended.MidiFileExtended import MidiFileExtended

import my.Q\_myhmm

import my.decorator\_log

import numpy as np

import time

print("Import end.")

class Impromptu:

"""

根据和弦进程自动生成旋律。

bpm：正整数，每分钟心跳数

time\_signature：每个小节中的节拍数，通常为n/m

默认的节奏伴奏目前仅支持4/4或3/4

Key：音符可以是C D E F G A B

Mode：定即兴的规模

file\_path：MIDI文件的路径和名称

chord\_progression：和弦列表

intensity：水平即兴演奏和垂直即兴演奏的参数

repeat：重复相同和弦进行的时间

"""

def \_\_init\_\_(self):

self.bpm = 120

self.time\_signature = '4/4'

self.key = 'C'

self.mode = 'major'

self.file\_path = '../my/data/song.mid'

#self.chord\_progression = ['Fmaj7', 'Em7', 'Dm7', 'Cmaj7']

#self.chord\_progression = ['Cmaj7', 'Am7', 'F', 'E7']

self.chord\_progression = '4321'

#列表是已经整理好数据类型，即列表内全是字符（和弦名）或全是级数（由GUI 检查）

self.intensity = 0

self.repeat = 1

self.mid = MidiFileExtended(self.file\_path, type=1, mode='w')

self.accompany\_type = 1

self.sw\_bass = False

self.bass\_type = 1

self.silent = False

self.accompany\_tone = 4 if self.silent else 0

self.note\_tone = 26 if self.silent else 0

@property

def scale(self): #定义各种参数

d = {'major': [0, 2, 2, 1, 2, 2, 2, 1],

'dorian': [0, 2, 1, 2, 2, 2, 1, 2],

'phrygian': [0, 1, 2, 2, 2, 1, 2, 2],

'lydian': [0, 2, 2, 2, 1, 2, 2, 1],

'mixolydian': [0, 2, 2, 1, 2, 2, 1, 2],

'minor': [0, 2, 1, 2, 2, 1, 2, 2],

'locrian': [0, 1, 2, 2, 1, 2, 2, 2],

'major\_pentatonic': [0, 2, 2, 3, 2, 3],

'minor\_pentatonic': [0, 3, 2, 2, 3, 2]}

aliases = {'Ionian': 'major', 'aeolian': 'minor'}

try:

self.\_scale = d[self.mode.lower()]

except KeyError: #异常处理

try:

self.\_scale = d[aliases[self.mode]]

except KeyError:

raise KeyError('Can not find your mode. Please check your key.')

return self.\_scale

@my.decorator\_log.decorator\_log

def chorus(self):

track = self.mid.get\_extended\_track('Piano')

track.scale = self.scale

if type(self.chord\_progression) == list: #绝对的和弦名称

for i in range(self.repeat):

if self.time\_signature[0] == '4': track.my\_chorus\_4\_simple(chord\_progression=self.chord\_progression, type=2)

else: track.my\_chorus\_3\_simple(chord\_progression=self.chord\_progression, type=2)

else: #是级数表示的和弦

change\_result = []

for chord in self.chord\_progression:

change\_result.append(track.change(int(chord),self.key, self.mode))

for i in range(self.repeat):

if self.time\_signature[0] == '4':

track.my\_chorus\_4\_simple(change\_result, type=1, change=0, circulation=len(self.chord\_progression))

else:

track.my\_chorus\_3\_simple(change\_result, type=1, change=0, circulation=len(self.chord\_progression))

print("To specify the accompaniment, you can also call function in ./midi\_extended/Track.py/my\_chorus")

help(track.my\_chorus)

@my.decorator\_log.decorator\_log

def note(self):

track = self.mid.get\_extended\_track('Melody')

#track.print\_msgs()

for j in range(self.repeat):

print("\r note {} is making...".format(j + 1), end="")

for chord in self.chord\_progression:

melody = my.Q\_myhmm.hmmmelody()

rhythm = my.Q\_myhmm.hmmrhythm()

multiple = int(self.time\_signature[0])

d = {'C': 1, 'Db': 2, 'D': 3, 'Eb': 4, 'E': 5, 'F': 6, 'Gb': 7, 'G': 8, 'Ab': 9, 'A': 10, 'Bb': 11,

'B': 12, 'C#': 2, 'D#': 4, 'F#': 7, 'G#': 9, 'A#': 11}

if self.intensity:

np.random.seed(round(1000000 \* time.time()) % 100) # Seed must be between 0 and 2\*\*32 - 1

p = np.array([self.intensity, 1 - self.intensity])

if type(self.chord\_progression) == list: #已经是绝对的和弦名称

modulation = np.random.choice([0, d[chord[0]]], p=p.ravel())

else: #是级数

modulation = np.random.choice([0, sum(self.scale[0:int(chord)])], p=p.ravel())

else:

modulation = 0

#modulation = sum(self.scale[0:d[chord[0]]])

for i in range(len(rhythm)):

m = melody[i]

if m > 0: #是一个普通音符

track.add\_note(m, rhythm[i] \* multiple, modulation, 1, velocity=110, scale=self.scale, channel=3)

#sum(self.scale[0:d[chord[0]]]))

#print('add\_note', m, rhythm[i]\*multiple)

elif m == 0: #是休止符

track.add\_rest(rhythm[i] \* multiple)

#print('add\_rest', m, rhythm[i]\*multiple)

else: #是延音符

track.add\_tenuto(rhythm[i] \* multiple)

#print('add\_tenuto', m, rhythm[i]\*multiple)

def bass(self):

track = self.mid.get\_extended\_track('Bass')

track.scale = self.scale

if type(self.chord\_progression) == list: #已经是绝对的和弦名称

for i in range(self.repeat):

if self.time\_signature[0] == '4':

track.my\_bass\_4\_simple(chord\_progression=self.chord\_progression, type=1)

else: track.my\_bass\_3\_simple(chord\_progression=self.chord\_progression, type=1)

else: #是级数表示的和弦

for i in range(self.repeat):

if self.time\_signature[0] == '4':

track.my\_bass\_4\_simple(self.chord\_progression, type=i + 1, change=0)

else:

track.my\_bass\_3\_simple(self.chord\_progression, type=i + 1, change=0)

def piano\_roll\_test(self): #定义测试

path = self.file\_path #文件路径

mid = MidiFileExtended(path, 'r')

mid.turn\_track\_into\_numpy\_matrix('Piano', "../my/data/Piano.npy")

mid.generate\_track\_from\_numpy\_matrix("../my/data/Piano.npy", (288, 128), 'Piano', False, True,

'../my/data/Piano.png')

mid.turn\_track\_into\_numpy\_matrix('Melody', "../my/data/Melody.npy") #数据写入矩阵

mid.generate\_track\_from\_numpy\_matrix("../my/data/Melody.npy", (288, 128), 'Melody', False, True, '../my/data/Melody.png')

if self.sw\_bass:

mid.turn\_track\_into\_numpy\_matrix('Bass', "../my/data/Bass.npy")

mid.generate\_track\_from\_numpy\_matrix("../my/data/Bass.npy", (288, 128), 'Bass', False, True, '../my/data/Bass.png')

def write\_song(self): #定义写入歌曲

del self.mid

self.mid = MidiFileExtended(self.file\_path, type=1, mode='w')

self.mid.add\_new\_track('Piano', self.time\_signature, self.bpm, self.key, {'0': 4 if self.silent else 0}) #4})

#这里的轨道0和1音色是30，代表具体乐器音色

self.chorus()

self.mid.add\_new\_track('Melody', self.time\_signature, self.bpm, self.key, {'3': 26 if self.silent else 0}) #26

self.note()

if self.sw\_bass:

self.mid.add\_new\_track('Bass', self.time\_signature, self.bpm, self.key, {'6': 39 if self.silent else 33,

'7': 35, '8': 36})

self.bass()

if \_\_name\_\_ == '\_\_main\_\_': #主函数

silence = Impromptu()

print(silence.scale)

silence.write\_song()

silence.mid.save\_midi()

silence.piano\_roll\_test()

print("Done. Start to play.")

#silence.mid.play\_it()

1.3.5 GUI设计

1.用户界面空间初始化

此代码由制作的.ui文件经PyQt-tools转换而成，在Windows下运行。

from PyQt5 import QtCore, QtWidgets

class Ui\_MainWindow(object):

def setupUi(self, MainWindow): #设置界面

MainWindow.setObjectName("MainWindow")

MainWindow.resize(800, 680)

self.centralwidget = QtWidgets.QWidget(MainWindow)

self.centralwidget.setObjectName("centralwidget")

self.verticalLayoutWidget = QtWidgets.QWidget(self.centralwidget)

self.verticalLayoutWidget.setGeometry(QtCore.QRect(0, 0, 800, 680))

self.verticalLayoutWidget.setObjectName("verticalLayoutWidget") self.verticalLayout\_2=QtWidgets.QVBoxLayout(self.verticalLayoutWidget)

self.verticalLayout\_2.setContentsMargins(0, 0, 0, 0)

self.verticalLayout\_2.setObjectName("verticalLayout\_2")

self.verticalLayout\_3 = QtWidgets.QVBoxLayout()

self.verticalLayout\_3.setObjectName("verticalLayout\_3")

self.frame = QtWidgets.QFrame(self.verticalLayoutWidget)

self.frame.setEnabled(True)

self.frame.setStyleSheet("background-image:url(./background.jpeg);")

self.frame.setFrameShape(QtWidgets.QFrame.StyledPanel)

self.frame.setFrameShadow(QtWidgets.QFrame.Raised)

self.frame.setObjectName("frame")

self.w\_time\_signalture = QtWidgets.QComboBox(self.frame)

self.w\_time\_signalture.setGeometry(QtCore.QRect(360,220, 111, 21))

self.w\_time\_signalture.setObjectName("w\_time\_signalture")

self.w\_time\_signalture.addItem("")

self.w\_time\_signalture.addItem("")

self.w\_mode = QtWidgets.QComboBox(self.frame)

self.w\_mode.setGeometry(QtCore.QRect(360, 140, 111, 21))

self.w\_mode.setObjectName("w\_mode")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_mode.addItem("")

self.w\_bass = QtWidgets.QComboBox(self.frame)

self.w\_bass.setGeometry(QtCore.QRect(360, 300, 111, 21))

self.w\_bass.setObjectName("w\_bass")

self.w\_bass.addItem("")

self.w\_bass.addItem("")

self.w\_bass.addItem("")

self.w\_bass.addItem("")

self.w\_bass.addItem("")

self.w\_bass.addItem("")

self.w\_bass.addItem("")

self.w\_bass.addItem("")

self.w\_accompany = QtWidgets.QComboBox(self.frame)

self.w\_accompany.setGeometry(QtCore.QRect(360, 260, 111, 21))

self.w\_accompany.setObjectName("w\_accompany")

self.w\_accompany.addItem("")

self.w\_accompany.addItem("")

self.w\_accompany.addItem("")

self.w\_accompany.addItem("")

self.w\_accompany.addItem("")

self.w\_accompany.addItem("")

self.w\_key = QtWidgets.QComboBox(self.frame)

self.w\_key.setEnabled(True)

self.w\_key.setGeometry(QtCore.QRect(360, 100, 111, 21))

self.w\_key.setMaxVisibleItems(7)

self.w\_key.setObjectName("w\_key")

self.w\_key.addItem("")

self.w\_key.addItem("")

self.w\_key.addItem("")

self.w\_key.addItem("")

self.w\_key.addItem("")

self.w\_key.addItem("")

self.w\_key.addItem("")

self.verticalLayout\_3.addWidget(self.frame)

self.verticalLayout\_2.addLayout(self.verticalLayout\_3)

self.label = QtWidgets.QLabel(self.centralwidget)

self.label.setGeometry(QtCore.QRect(190, 340, 141, 31))

self.label.setObjectName("label")

self.w\_play = QtWidgets.QPushButton(self.centralwidget)

self.w\_play.setGeometry(QtCore.QRect(360, 490, 93, 28))

self.w\_play.setAutoDefault(False)

self.w\_play.setDefault(False)

self.w\_play.setFlat(False)

self.w\_play.setObjectName("w\_play")

self.label\_7 = QtWidgets.QLabel(self.centralwidget)

self.label\_7.setGeometry(QtCore.QRect(190, 380, 121, 31))

self.label\_7.setObjectName("label\_7")

self.w\_intensity = QtWidgets.QSlider(self.centralwidget)

self.w\_intensity.setGeometry(QtCore.QRect(340, 430, 160, 22))

self.w\_intensity.setMaximum(100)

self.w\_intensity.setSingleStep(1)

self.w\_intensity.setOrientation(QtCore.Qt.Horizontal)

self.w\_intensity.setObjectName("w\_intensity")

self.w\_repeat = QtWidgets.QLineEdit(self.centralwidget)

self.w\_repeat.setGeometry(QtCore.QRect(360, 380, 113, 21))

self.w\_repeat.setInputMask("")

self.w\_repeat.setMaxLength(32767)

self.w\_repeat.setObjectName("w\_repeat")

self.w\_bpm = QtWidgets.QLineEdit(self.centralwidget)

self.w\_bpm.setGeometry(QtCore.QRect(360, 180, 113, 21))

self.w\_bpm.setObjectName("w\_bpm")

self.w\_chord\_progression = QtWidgets.QLineEdit(self.centralwidget)

self.w\_chord\_progression.setGeometry(QtCore.QRect(360,340,113,21))

self.w\_chord\_progression.setObjectName("w\_chord\_progression")

self.label\_6 = QtWidgets.QLabel(self.centralwidget)

self.label\_6.setGeometry(QtCore.QRect(190, 180, 121, 31))

self.label\_6.setObjectName("label\_6")

self.label\_5 = QtWidgets.QLabel(self.centralwidget)

self.label\_5.setGeometry(QtCore.QRect(190, 100, 121, 31))

self.label\_5.setObjectName("label\_5")

self.label\_3 = QtWidgets.QLabel(self.centralwidget)

self.label\_3.setGeometry(QtCore.QRect(190, 420, 121, 31))

self.label\_3.setObjectName("label\_3")

self.label\_2 = QtWidgets.QLabel(self.centralwidget)

self.label\_2.setGeometry(QtCore.QRect(190, 220, 121, 31))

self.label\_2.setObjectName("label\_2")

self.label\_4 = QtWidgets.QLabel(self.centralwidget)

self.label\_4.setGeometry(QtCore.QRect(190, 140, 121, 31))

self.label\_4.setObjectName("label\_4")

self.label\_8 = QtWidgets.QLabel(self.centralwidget)

self.label\_8.setGeometry(QtCore.QRect(190, 260, 121, 31))

self.label\_8.setObjectName("label\_8")

self.label\_9 = QtWidgets.QLabel(self.centralwidget)

self.label\_9.setGeometry(QtCore.QRect(190, 300, 121, 31))

self.label\_9.setObjectName("label\_9")

self.checkBox = QtWidgets.QCheckBox(self.centralwidget)

self.checkBox.setGeometry(QtCore.QRect(630, 430, 91, 19))

self.checkBox.setObjectName("checkBox")

MainWindow.setCentralWidget(self.centralwidget)

self.menubar = QtWidgets.QMenuBar(MainWindow)

self.menubar.setGeometry(QtCore.QRect(0, 0, 798, 26))

self.menubar.setObjectName("menubar")

self.menusetting = QtWidgets.QMenu(self.menubar)

self.menusetting.setObjectName("menusetting")

self.menuhelp = QtWidgets.QMenu(self.menubar)

self.menuhelp.setObjectName("menuhelp")

self.menuAbout = QtWidgets.QMenu(self.menubar)

self.menuAbout.setObjectName("menuAbout")

MainWindow.setMenuBar(self.menubar)

self.statusbar = QtWidgets.QStatusBar(MainWindow)

self.statusbar.setObjectName("statusbar")

MainWindow.setStatusBar(self.statusbar)

self.actionsetting = QtWidgets.QAction(MainWindow)

self.actionsetting.setObjectName("actionsetting")

self.actionexit = QtWidgets.QAction(MainWindow)

self.actionexit.setObjectName("actionexit")

self.actiondocument\_2 = QtWidgets.QAction(MainWindow)

self.actiondocument\_2.setObjectName("actiondocument\_2")

self.actionabout = QtWidgets.QAction(MainWindow)

self.actionabout.setObjectName("actionabout")

self.menusetting.addSeparator()

self.menusetting.addAction(self.actionsetting)

self.menusetting.addSeparator()

self.menusetting.addAction(self.actionexit)

self.menuhelp.addAction(self.actiondocument\_2)

self.menuAbout.addAction(self.actionabout)

self.menubar.addAction(self.menusetting.menuAction())

self.menubar.addAction(self.menuhelp.menuAction())

self.menubar.addAction(self.menuAbout.menuAction())

self.retranslateUi(MainWindow)

self.w\_key.setCurrentIndex(0)

QtCore.QMetaObject.connectSlotsByName(MainWindow)

def retranslateUi(self, MainWindow): #重新加载界面

\_translate = QtCore.QCoreApplication.translate

MainWindow.setWindowTitle(\_translate("MainWindow", "MainWindow"))

self.w\_time\_signalture.setItemText(0,\_translate("MainWindow","4/4"))

self.w\_time\_signalture.setItemText(1, \_translate("MainWindow","3/4"))

self.w\_mode.setItemText(0, \_translate("MainWindow", "major"))

self.w\_mode.setItemText(1, \_translate("MainWindow", "dorian"))

self.w\_mode.setItemText(2, \_translate("MainWindow", "phrygian"))

self.w\_mode.setItemText(3, \_translate("MainWindow", "lydian"))

self.w\_mode.setItemText(4, \_translate("MainWindow", "mixolydian"))

self.w\_mode.setItemText(5, \_translate("MainWindow", "minor"))

self.w\_mode.setItemText(6, \_translate("MainWindow", "locrian"))

self.w\_mode.setItemText(7,\_translate("MainWindow","major pentatonic"))

self.w\_mode.setItemText(8,\_translate("MainWindow","minor pentatonic"))

self.w\_bass.setItemText(0, \_translate("MainWindow", "None"))

self.w\_bass.setItemText(1, \_translate("MainWindow", "1"))

self.w\_bass.setItemText(2, \_translate("MainWindow", "2"))

self.w\_bass.setItemText(3, \_translate("MainWindow", "3"))

self.w\_bass.setItemText(4, \_translate("MainWindow", "4"))

self.w\_bass.setItemText(5, \_translate("MainWindow", "5"))

self.w\_bass.setItemText(6, \_translate("MainWindow", "6"))

self.w\_bass.setItemText(7, \_translate("MainWindow", "7"))

self.w\_accompany.setItemText(0, \_translate("MainWindow", "1"))

self.w\_accompany.setItemText(1, \_translate("MainWindow", "2"))

self.w\_accompany.setItemText(2, \_translate("MainWindow", "3"))

self.w\_accompany.setItemText(3, \_translate("MainWindow", "4"))

self.w\_accompany.setItemText(4, \_translate("MainWindow", "5"))

self.w\_accompany.setItemText(5, \_translate("MainWindow", "6"))

self.w\_key.setCurrentText(\_translate("MainWindow", "C"))

self.w\_key.setItemText(0, \_translate("MainWindow", "C"))

self.w\_key.setItemText(1, \_translate("MainWindow", "D"))

self.w\_key.setItemText(2, \_translate("MainWindow", "E"))

self.w\_key.setItemText(3, \_translate("MainWindow", "F"))

self.w\_key.setItemText(4, \_translate("MainWindow", "G"))

self.w\_key.setItemText(5, \_translate("MainWindow", "A"))

self.w\_key.setItemText(6, \_translate("MainWindow", "B"))

self.label.setText(\_translate("MainWindow", "Chord progression"))

self.w\_play.setText(\_translate("MainWindow", "GO"))

self.label\_7.setText(\_translate("MainWindow", "repeat"))

self.w\_repeat.setText(\_translate("MainWindow", "1"))

self.w\_bpm.setText(\_translate("MainWindow", "120"))

self.w\_chord\_progression.setText(\_translate("MainWindow","4321"))

self.label\_6.setText(\_translate("MainWindow", "bpm"))

self.label\_5.setText(\_translate("MainWindow", "key"))

self.label\_3.setText(\_translate("MainWindow", "intensity"))

self.label\_2.setText(\_translate("MainWindow", "Time signalture"))

self.label\_4.setText(\_translate("MainWindow", "mode"))

self.label\_8.setText(\_translate("MainWindow", "accompany"))

self.label\_9.setText(\_translate("MainWindow", "bass"))

self.checkBox.setText(\_translate("MainWindow", "silent"))

self.menusetting.setTitle(\_translate("MainWindow", "Menu"))

self.menuhelp.setTitle(\_translate("MainWindow", "Help"))

self.menuAbout.setTitle(\_translate("MainWindow", "About"))

self.actionsetting.setText(\_translate("MainWindow", "setting"))

self.actionexit.setText(\_translate("MainWindow", "exit"))

self.actiondocument\_2.setText(\_translate("MainWindow", "document"))

self.actionabout.setText(\_translate("MainWindow", "about"))

2.将控件绑定功能（信号与槽的绑定）

#完成基础页面布局后，对事件设定触发，并定义触发的函数

import sys

from PyQt5.QtWidgets import QApplication, QMainWindow, QMessageBox

from PyQt5.QtCore import QCoreApplication

from my import v4

#import \_thread

#import threading

import all1

play = False

class MainCode(all1.Impromptu, QMainWindow, v4.Ui\_MainWindow):

def \_\_init\_\_(self): #初始化

super().\_\_init\_\_()

QMainWindow.\_\_init\_\_(self)

v4.Ui\_MainWindow.\_\_init\_\_(self)

#super().setupUi(self)

self.setupUi(self)

self.w\_play.clicked.connect(self.go)

self.w\_key.activated[str].connect(self.set\_key)

self.w\_mode.activated[str].connect(self.set\_mode)

self.w\_bass.activated[str].connect(self.set\_bass)

self.w\_accompany.activated[str].connect(self.set\_accompany)

self.w\_time\_signalture.activated[str].connect(self.set\_time\_signalture)

self.actionexit.triggered.connect(QCoreApplication.instance().quit)

self.actiondocument\_2.triggered.connect(self.document)

self.actionsetting.triggered.connect(self.setting)

self.actionabout.triggered.connect(self.about)

def document(self): #定义文本

text = "this is ducoment"

QMessageBox.information(self, "Message", text, QMessageBox.Ok)

def setting(self): #定义设置

text = "this is setting"

QMessageBox.information(self, "Message", text, QMessageBox.Ok)

def about(self): #定义关于

text = "author: @dongmie1999\n2020.4"

QMessageBox.information(self, "Message", text, QMessageBox.Ok)

def set\_key(self, text): #定义设置键

self.key = text

def set\_mode(self, text): #定义设置模式

self.mode = text

def set\_bass(self, text): #定义设置贝斯

if text == 'None':

self.sw\_bass = False

else:

self.sw\_bass = True

self.bass\_type = int(text)

def set\_accompany(self, text): #定义设置伴奏

self.accompany\_type = int(text)

def set\_time\_signalture(self, text): #定义设置时间

self.time\_signalture = text

def go(self): #定义行进

try:

self.bpm = int(self.w\_bpm.text())

except ValueError:

text = "bpm should be an positive integer.\nrecommend: 70~150"

QMessageBox.information(self, "Message", text, QMessageBox.Ok)

return

try:

if not 0 < int(self.w\_repeat.text()) <20:

raise ValueError

except ValueError:

text = "repeat should be an positive integer.\nrecommend: 1~5"

QMessageBox.information(self, "Message", text, QMessageBox.Ok)

return

self.intensity = int(self.w\_intensity.value()/100)

try: #用级数表示和弦

for t in self.w\_chord\_progression.text():

if 0 < int(t) < 8:

pass

else:

text = "Input should be a series fo numbers.\nEach number must be between 1~7.\n" + \

"Example: 4321 or 4536251 or 1645"

QMessageBox.information(self, "Message", text, QMessageBox.Ok)

return

self.chord\_progression = self.w\_chord\_progression.text()

except ValueError: #和弦名称

self.chord\_progression=self.w\_chord\_progression.text().split(',')

#print(self.checkBox.checkState())

if self.checkBox.checkState():

self.silent = True

else:

self.silent = False

print("Song making...")

self.write\_song()

self.mid.save\_midi()

print("Done. Start to play.")

#for n in range(self.repeat):

#获取条目文本

#str\_n = 'File index{0}'.format(n)

#添加文本到列表控件中

#self.listFile.addItem(str\_n)

#实时刷新界面

#QApplication.processEvents()

#睡眠1秒

#time.sleep(1)

#thread.start\_new\_thread(self.mid.play\_it())

self.mid.play\_it()

if \_\_name\_\_ == '\_\_main\_\_': #主函数

app = QApplication(sys.argv)

md = MainCode()

md.show()

#t1 = threading.Thread(target=md.show())

#t2 = threading.Thread(target=md.go())

#t1.start()

#t1.join()

#if play:

#print("play")

#t2.start()

#t2.join()

#play = False

sys.exit(app.exec\_())

项目2 小型智能健康推荐助手

2.3 模块实现

2.3.1 疾病预测

1.数据预处理

##### 1)心脏病数据集预处理

加载数据集和数据预处理，大部分是通过Pandas库实现，相关代码如下：

#导入相应库函数

import pandas as pd

#读取心脏病数据集

df = pd.read\_csv("../Thursday9 10 11/heart.csv")

df.head()

检查数据是否有缺省值，如果有数据会显示为NaN，且当数据有缺省值时不能对数据绘图可视化。

#检查是否有缺省值

df.loc[(df['age'].isnull()) |

(df['sex'].isnull()) |

(df['cp'].isnull()) |

(df['trestbps'].isnull()) |

(df['chol'].isnull()) |

(df['fbs'].isnull()) |

(df['restecg'].isnull()) |

(df['thalach'].isnull()) |

(df['exang'].isnull()) |

(df['oldpeak'].isnull()) |

(df['slope'].isnull()) |

(df['ca'].isnull()) |

(df['target'].isnull())]

数据集没有缺省值，数据的尺度比较大，通过绘图方式观察可以检查出错误数据

#通过seaborn绘图,观察数据

sns.pairplot(df.dropna(), hue='target')

通过观察，第五列（血液中胆固醇含量）和第十行（静息血压）有部分点和其它点有较大距离，绘制数据分布图进一步分析。

#绘制血液中胆固醇数据分布

df['chol'].hist()

#绘制静息血压分布图

df[‘treatbps’].hist()

下面是改变数据类型，例如，胸痛类型，1~4是类别变量，它的大小并不具备比较性，但是训练时数值大小会影响权重。所以要把类别变量转化为伪变量，把4个类别拆成4件，分别用0，1表示有或没有。

#将类别变量转换为伪变量

a = pd.get\_dummies(df['cp'], prefix = "cp")

b = pd.get\_dummies(df['thal'], prefix = "thal")

c = pd.get\_dummies(df['slope'], prefix = "slope")

frames = [df, a, b, c]

df = pd.concat(frames, axis = 1)

#保留转换后的变量即可，删除原来的类别变量

df = df.drop(columns = ['cp', 'thal', 'slope'])

最后使用Scikit-learn的train\_test\_split自动划分训练集和测试集。

#标签是target，是否患病

y = df.target.values

x\_data = df.drop(['target'], axis = 1)

#丢弃标签，也就是最后一行target

#按4:1划分训练集测试集

x\_train, x\_test, y\_train, y\_test = train\_test\_split(x\_data,y,test\_size = 0.2,random\_state=0)

x\_train = x\_train.T

y\_train = y\_train.T

x\_test = x\_test.T

y\_test = y\_test.T

#心脏病数据集预处理完成

##### 2)慢性肾病数据预处理

通过Pandas读取慢性肾病数据集，读取成功效果如图2-8所示。

#读取肾病数据集

df = pd.read\_csv("../Thursday9 10 11/kidney\_disease.csv")

df.head()

对数据类型进行处理，例如食欲(appet)数据为good和poor，脓细胞团(pcc)为notpresent和present，将类别变量转换为伪变量0和1。

#yes/no; abnormal/normal;present/notpresent;good/poor都转换为0/1

df[['htn','dm','cad','pe','ane']] = df[['htn','dm','cad','pe','ane']].replace(to\_replace={'yes':1,'no':0})

df[['rbc','pc']] = df[['rbc','pc']].replace(to\_replace={'abnormal':1,'normal':0})

df[['pcc','ba']] = df[['pcc','ba']].replace(to\_replace={'present':1,'notpresent':0})

df[['appet']] = df[['appet']].replace(to\_replace={'good':1,'poor':0,'no':np.nan})

df['classification'] = df['classification'].replace(to\_replace={'ckd':1.0,'ckd\t':1.0,'notckd':0.0,'no':0.0})

df.rename(columns={'classification':'class'},inplace=True)

#将对患病有积极作用的变量设为0

df['pe'] = df['pe'].replace(to\_replace='good',value=0)

df['appet'] = df['appet'].replace(to\_replace='no',value=0)

df['cad'] = df['cad'].replace(to\_replace='\tno',value=0)

df['dm'] = df['dm'].replace(to\_replace={'\tno':0,'\tyes':1,' yes':1, '':np.nan})

#ID列去掉，为了表格中数据条理清晰而建立的变量

df.drop('id',axis=1,inplace=True)

可以看出缺省值数量不小，由于数据集不大，需要采用均值归一法，对病人和正常人分别取所有测量值的平均值来填补缺省值。

#对病人所有测量值取均值

average0\_age = df.loc[df['class'] ==True, 'age'].mean()

average0\_bp = df.loc[df['class'] == True, 'bp'].mean()

average0\_sg = df.loc[df['class'] == True, 'sg'].mean()

average0\_al = df.loc[df['class'] == True, 'al'].mean()

average0\_su = df.loc[df['class'] == True, 'su'].mean()

average0\_rbc = df.loc[df['class'] == True, 'rbc'].mean()

average0\_pc = df.loc[df['class'] == True, 'pc'].mean()

average0\_pcc = df.loc[df['class'] == True, 'pcc'].mean()

average0\_ba = df.loc[df['class'] == True, 'ba'].mean()

average0\_bgr = df.loc[df['class'] == True, 'bgr'].mean()

average0\_bu = df.loc[df['class'] == True, 'bu'].mean()

average0\_sc = df.loc[df['class'] == True, 'sc'].mean()

average0\_sod = df.loc[df['class'] == True, 'sod'].mean()

average0\_pot = df.loc[df['class'] == True, 'pot'].mean()

average0\_hemo = df.loc[df['class'] == True, 'hemo'].mean()

average0\_htn = df.loc[df['class'] == True, 'htn'].mean()

average0\_dm = df.loc[df['class'] == True, 'dm'].mean()

average0\_cad = df.loc[df['class'] == True, 'cad'].mean()

average0\_appet = df.loc[df['class'] ==True, 'appet'].mean()

average0\_pe = df.loc[df['class'] == True, 'pe'].mean()

average0\_ane = df.loc[df['class'] == True, 'ane'].mean()

#对正常人所有测量值取均值

average1\_age = df.loc[df['class'] == False, 'age'].mean()

average1\_bp = df.loc[df['class'] == False, 'bp'].mean()

average1\_sg = df.loc[df['class'] == False, 'sg'].mean()

average1\_al = df.loc[df['class'] == False, 'al'].mean()

average1\_su = df.loc[df['class'] == False, 'su'].mean()

average1\_rbc = df.loc[df['class'] == False, 'rbc'].mean()

average1\_pc = df.loc[df['class'] == False, 'pc'].mean()

average1\_pcc = df.loc[df['class'] == False, 'pcc'].mean()

average1\_ba = df.loc[df['class'] == False, 'ba'].mean()

average1\_bgr = df.loc[df['class'] == False, 'bgr'].mean()

average1\_bu = df.loc[df['class'] == False, 'bu'].mean()

average1\_sc = df.loc[df['class'] == False, 'sc'].mean()

average1\_sod = df.loc[df['class'] == False, 'sod'].mean()

average1\_pot = df.loc[df['class'] == False, 'pot'].mean()

average1\_hemo = df.loc[df['class'] == False, 'hemo'].mean()

average1\_htn = df.loc[df['class'] == False, 'htn'].mean()

average1\_dm = df.loc[df['class'] == False, 'dm'].mean()

average1\_cad = df.loc[df['class'] == False, 'cad'].mean()

average1\_appet = df.loc[df['class'] == False, 'appet'].mean()

average1\_pe = df.loc[df['class'] == False, 'pe'].mean()

average1\_ane = df.loc[df['class'] == False, 'ane'].mean()

#根据是患者还是正常人，求出的均值赋给所有缺省值。如果为null，则取均值

df.loc[(df['class']==True)&(df['age'].isnull()),'age']= average0\_age

df.loc[(df['class']==True)&(df['bp'].isnull()),'bp']= average0\_bp

df.loc[(df['class']==True)&(df['sg'].isnull()),'sg']= average0\_sg

df.loc[(df['class']==True)&(df['al'].isnull()),'al']= average0\_al

df.loc[(df['class']==True)&(df['su'].isnull()),'su']= average0\_su

df.loc[(df['class']==True)&(df['rbc'].isnull()),'rbc']= average0\_rbc

df.loc[(df['class']==True)&(df['pc'].isnull()),'pc']= average0\_pc

df.loc[(df['class']==True)&(df['pcc'].isnull()),'pcc']= average0\_pcc

df.loc[(df['class']==True)&(df['ba'].isnull()),'ba']= average0\_ba

df.loc[(df['class']==True)&(df['bgr'].isnull()),'bgr']= average0\_bgr

df.loc[(df['class']==True)&(df['bu'].isnull()),'bu']= average0\_bu

df.loc[(df['class']==True) &(df['sc'].isnull()),'sc']= average0\_sc

df.loc[(df['class']==True)&(df['sod'].isnull()),'sod']= average0\_sod

df.loc[(df['class']==True)&(df['pot'].isnull()),'pot']= average0\_pot

df.loc[(df['class']==True) &(df['hemo'].isnull()),'hemo'] =average0\_hemo

df.loc[(df['class']==True) &(df['htn'].isnull()),'htn'] = average0\_htn

df.loc[(df['class']==True) &(df['dm'].isnull()),'dm'] = average0\_dm

df.loc[(df['class']==True) &(df['cad'].isnull()),'cad'] = average0\_cad

df.loc[(df['class']==True)&(df['appet'].isnull()),'appet']=average0\_appet

df.loc[(df['class']==True)&(df['pe'].isnull()),'pe'] = average0\_pe

df.loc[(df['class']==True) &(df['ane'].isnull()),'ane'] = average0\_ane

#正常人

df.loc[(df['class']==False)&(df['age'].isnull()),'age']= average1\_age

df.loc[(df['class'] ==False) &(df['bp'].isnull()),'bp'] = average1\_bp

df.loc[(df['class'] ==False) &(df['sg'].isnull()),'sg'] = average1\_sg

df.loc[(df['class'] ==False) &(df['al'].isnull()),'al'] = average1\_al

df.loc[(df['class'] ==False) &(df['su'].isnull()),'su'] = average1\_su

df.loc[(df['class'] ==False) &(df['rbc'].isnull()),'rbc'] = average1\_rbc

df.loc[(df['class'] ==False) &(df['pc'].isnull()),'pc'] = average1\_pc

df.loc[(df['class'] ==False)&(df['pcc'].isnull()),'pcc'] = average1\_pcc

df.loc[(df['class'] ==False)&(df['ba'].isnull()),'ba'] = average1\_ba

df.loc[(df['class'] ==False&(df['bgr'].isnull()),'bgr'] = average1\_bgr

df.loc[(df['class'] ==False)&(df['bu'].isnull()),'bu'] = average1\_bu

df.loc[(df['class'] ==False)&(df['sc'].isnull()),'sc'] = average1\_sc

df.loc[(df['class'] ==False)&(df['sod'].isnull()),'sod'] = average1\_sod

df.loc[(df['class'] ==False)&(df['pot'].isnull()),'pot'] = average1\_pot

df.loc[(df['class'] ==False)&(df['hemo'].isnull()),'hemo']= average1\_hemo

df.loc[(df['class'] ==False)&(df['htn'].isnull()),'htn'] = average1\_htn

df.loc[(df['class'] ==False)&(df['dm'].isnull()),'dm'] = average1\_dm

df.loc[(df['class'] ==False) &(df['cad'].isnull()),'cad'] = average1\_cad

df.loc[(df['class']==False)&(df['appet'].isnull()),'appet']=average1\_appet

df.loc[(df['class'] ==False) &(df['pe'].isnull()),'pe'] = average1\_pe

df.loc[(df['class'] ==False) &(df['ane'].isnull()),'ane'] = average1\_ane

#再次检查是否有缺省值

df.loc[(df['age'].isnull()) |

(df['bp'].isnull()) |

(df['sg'].isnull()) |

(df['al'].isnull()) |

(df['su'].isnull()) |

(df['rbc'].isnull()) |

(df['pc'].isnull()) |

(df['pcc'].isnull()) |

(df['ba'].isnull()) |

(df['bgr'].isnull()) |

(df['bu'].isnull()) |

(df['sc'].isnull()) |

(df['sod'].isnull()) |

(df['pot'].isnull()) |

(df['hemo'].isnull()) |

(df['htn'].isnull()) |

(df['dm'].isnull()) |

(df['cad'].isnull()) |

(df['appet'].isnull()) |

(df['pe'].isnull()) |

(df['ane'].isnull()) |

(df['class'].isnull())]

#使用Scikit-learn的train\_test\_split()函数自动划分训练集和测试集

X\_train, X\_test, y\_train, y\_test = train\_test\_split(df.iloc[:,:-1], df['class'],test\_size = 0.33, random\_state=44,stratify= df['class'] )

#慢性肾病数据预处理完成

2.模型训练及保存

##### 1)定义模型结构

##### 心脏病数据集定义模型

相关代码如下：

#由于一次尝试过多参数会导致内存不足，所以分段寻找最大值

num=np.zeros(20,int)

for i in range(0,20):

num[i]=i

"""

每次将num扩大20，迭代改变随机森林中树的数量以及权重分配等参数。使用GridSearchCV自动寻找最优参数。

"""

from sklearn.ensemble import RandomForestClassifier

from sklearn.model\_selection import train\_test\_split, GridSearchCV

tuned\_parameters = [{'n\_estimators':num,'class\_weight':[None,{0: 0.33,1:0.67},'balanced'],'random\_state':[1]}]

rf = GridSearchCV(RandomForestClassifier(), tuned\_parameters, cv=10,scoring='f1')

rf.fit(x\_train.T, y\_train.T)

print('Best parameters:')

print(rf.best\_params\_)

#训练完成后，使用print()函数输出最佳参数，森林中有1005棵树的时候准确率最高

#保存最优参数，将最佳参数带入模型进行训练

rf\_best = rf.best\_estimator\_

rf\_best.fit(x\_train.T, y\_train.T)

acc = rf.score(x\_test.T,y\_test.T)\*100

accuracies['Random Forest'] = acc

print("Random Forest Algorithm Accuracy Score : {:.2f}%".format(acc))

#最佳参数的模型训练完成后，在测试集上计算模型准确率，达89.86%

##### (2)慢性肾病数据集定义模型

相关代码如下：

#寻找随机森林最优参数

tuned\_parameters= [{'n\_estimators':[7,8,9,10,11,12,13,14,15,16],'max\_depth':[2,3,4,5,6,None],'class\_weight':[None,{0: 0.33,1:0.67},'balanced'],'random\_state':[42]}]

clf = GridSearchCV(RandomForestClassifier(), tuned\_parameters, cv=10,scoring='f1')

clf.fit(X\_train, y\_train)

print('Best parameters:')

print(clf.best\_params\_)

#训练完成后，使用print()函数输出最佳参数，随机森林中有7棵树时准确率最高

#将最优参数带入模型进行训练

accuracies = {}

rf = RandomForestClassifier(class\_weight=None, max\_depth= 6,n\_estimators = 7, random\_state = 42)

rf.fit(X\_train, y\_train)

acc = rf.score(X\_test, y\_test)\*100

accuracies['Random Forest'] = acc

print("Random Forest Algorithm Accuracy Score : {:.2f}%".format(acc))

#最佳参数的模型训练完成后，在测试集上计算模型准确率，达100%

##### 2)保存模型

##### (1)心脏病模型保存

相关代码如下：

import pickle

with open("model.pkl", "wb") as f:

pickle.dump(rf, f)

##### 慢性肾病数据集定义模型

相关代码如下：

import pickle

with open("model\_kidney.pkl", "wb") as f:

pickle.dump(rf, f)

3.模型应用

##### 1)心脏病模型应用

#通过eli5得到各特征重要性

import eli5

from eli5.sklearn import PermutationImportance

perm = PermutationImportance(rf, random\_state=1).fit(x\_test.T, y\_test.T)

eli5.show\_weights(perm, feature\_names = x\_test.T.columns.tolist())

输出的各特征重要性如图2-11所示。

#正常人平均水平

average0\_count=np.multiply(average0,w)

average0\_sum=sum(average0\_count)

#病人平均水平

average1\_count=np.multiply(average1,w)

average1\_sum=sum(average1\_count)

#输出得到的数值

print(average1\_sum) #患者

print(average0\_sum) #正常人

将这个值保存，当用户使用时，判断出是患者还是正常人之后，根据比值大小定量判断具体情况。

##### 2)慢性肾病模型应用创新

通过eli5得到各特征重要性，输出的各特征重要性如图2-14所示。

import eli5

from eli5.sklearn import PermutationImportance

perm = PermutationImportance(rf, random\_state=1).fit(x\_test.T, y\_test.T)

eli5.show\_weights(perm, feature\_names = x\_test.T.columns.tolist())

import eli5 #for purmutation importance

from eli5.sklearn import PermutationImportance

perm = PermutationImportance(rf, random\_state=1).fit(X\_test, y\_test)

eli5.show\_weights(perm, feature\_names = X\_test.columns.tolist())

#求均值

#正常人平均水平

average0\_count=np.multiply(average0,w)

average0\_sum=sum(average0\_count)

#病人平均水平

average1\_count=np.multiply(average1,w)

average1\_sum=sum(average1\_count)

print(average1\_sum)#患者

print(average0\_sum)#正常人

#输出得到的数值

print(average1\_sum)#病人

print(average0\_sum)#正常人

将这个值保存，当用户使用时，判断是患者还是正常人之后，根据比值大小定量出具体情况。

2.3.2 药物推荐

1.数据预处理

UCI ML药品评论数据集来源：<https://www.kaggle.com/jessicali9530/kuc-hackathon-winter-2018> 。包括超20多万条不同用户在某一种症状下服用某药物后的评论，并根据效果从1~10进行打分。通过分析该数据集，可以对用户症状推荐大众认可的药物。

加载数据集和数据预处理，大部分通过Pandas实现，相关代码如下：

#导入相应库函数

import pandas as pd

#读取评论数据集

train = pd.read\_csv('../Thursday9 10 11/drugsComTrain\_raw.csv')

test = pd.read\_csv('../Thursday9 10 11/drugsComTest\_raw.csv')

会自动从csv数据源读取相应的数据

#通过Pandas的统计，全部评论数为

print('全部评论数：')

print(len(train))

print(len(test))

print('两端评分有：')

print(len(train))

print(len(test))

打分

train.rating.hist(bins=10)

plt.title('Distribution of Ratings')

plt.xlabel('Rating')

plt.ylabel('Count')

plt.xticks([i for i in range(1, 11)]);

#取出评分为1和10两端的数据

train=train[train.rating.isin([1,10])]

test=test[test.rating.isin([1,10])]

评论(review)中，句子两端有引号，编写函数将引号删除。

def remove\_enclosing\_quotes(s):

if s[0] == '"' and s[-1] == '"':

return s[1:-1]

else:

return s

#调用写好的函数，删除双引号

train.review = train.review.apply(remove\_enclosing\_quotes)

test.review = test.review.apply(remove\_enclosing\_quotes

发现一句话中经常出现不合时宜的符号，该数据集是网络爬虫爬取的，所以有很多字符表示成ASCII码，防止被误识别为分隔，使用正则表达式从审阅文本中删除这些符号。

import re

train.review = train.review.apply(lambda x: re.sub(r'&#\d+;',r'', x))

test.review = test.review.apply(lambda x: re.sub(r'&#\d+;',r'', x))

预测的标签是喜欢与不喜欢，但是drugName和condition种类很多，写进程序中可以简化工作量，所以需要将drugName和condition列前置到review中，并将完整的字符串保存为text列。

#定义函数

def combine\_text\_columns(data\_frame, text\_cols):

text\_data = data\_frame[text\_cols]

text\_data.fillna("", inplace=True)

return text\_data.apply(lambda x: " ".join(x), axis=1)

#将drugName和condition列前置到review中

text\_cols = ['drugName', 'condition', 'review']

train['text'] = combine\_text\_columns(train, text\_cols)

test['text'] = combine\_text\_columns(test, text\_cols)

CountVectorizer类将文本中的词语转换为词频矩阵。

#过滤规则，token的正则表达式

TOKENS\_ALPHANUMERIC = '[A-Za-z0-9]+(?=\\s+)'

#CountVectorizer对象的实例化，停用词选为english内置的英语停用词

vec\_alphanumeric = CountVectorizer(token\_pattern=TOKENS\_ALPHANUMERIC, ngram\_range=(1,2), lowercase=True, stop\_words='english', min\_df=2, max\_df=0.99)

#fit\_transform是fit和transform的组合，对部分数据先拟合fit，找到该part的整体指标，如均值、方差、最大值、最小值等，对trainData转换成transform，实现数据的标准化、归一化

X = vec\_alphanumeric.fit\_transform(train.text)

#1和10是两类，从5分开还是6分开无所谓，因为当前数据集中只有1分和10分

train['binary\_rating'] = train['rating'] > 5

y = train.binary\_rating

#使用Scikit-learn的train\_test\_split自动划分训练集和测试集

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, random\_state=42, stratify=y, test\_size=0.1)

#UCI ML药品评论预处理完成

2.模型训练及应用

相关代码如下：

#使用逻辑斯蒂回归训练模型

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, random\_state=42, stratify=y, test\_size=0.1)

clf\_lr = LogisticRegression(penalty='l2', C=100).fit(X\_train, y\_train)

#在测试集检验模型准确度

pred = clf\_lr.predict(X\_test)

#输出模型准确度

print("Accuracy on training set: {}".format(clf\_lr.score(X\_train, y\_train)))

print("Accuracy on test set: {}".format(clf\_lr.score(X\_test, y\_test)))

将评论经过数据预处理后，带入训练好的模型，得到评论感情分类。

pred\_0 = clf\_lr.predict(X\_0)

#输出最终判决结果

print(pred\_0)
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图2-24 带入模型分析评论情感为支持或不支持

#输出结果到csv文件中

import csv

data =pred\_0

with open('medicine.csv','r') as csvFile: #此处的csv是源表

rows = csv.reader(csvFile)

with open('2.csv','w',newline='support') as f:#这里csv是最后输出得到的新表

writer = csv.writer(f)

i = 0

for row in rows:

row.append(data[i])

print(i)

i = i + 1

writer.writerow(row)

3.模型应用

help\_dict = {}

#unique方法不重复的记录所有症状，遍历

import csv

headers = ['condition','medicine\_1','medicine\_2','medicine\_3']

with open('cure.csv','a',newline='') as f:

f\_csv = csv.writer(f)

f\_csv.writerow(headers)

for i in train.condition.unique():

temp\_ls = []

#遍历这个症状所提到，且被认同的药物

for j in train[train.condition == i & train.support==True ].drugName.unique():

#如果这种药物至少10个人提及，则记录下来

if np.sum(train.drugName == j) >= 10:

temp\_ls.append((j, np.sum(train[train.drugName == j].rating) / np.sum(train.drugName == j)))

#针对症状i,从好到坏将刚刚提到的药进行排名

help\_dict[i] = pd.DataFrame(data=temp\_ls, columns=['drug', 'average\_rating']).sort\_values(by='average\_rating', ascending=False).reset\_index(drop=True) rows=[(i,help\_dict[i].iloc[0:1].drug,help\_dict[i].iloc[1:2].drug,help\_dict[i].iloc[2:3].drug)]

f\_csv.writerows(rows)

f.close()

#最终完成遍历时，在编译界面有一个反馈

print('ok')

2.3.3 模块应用

1.模型导入

client\_result=rf.predict(client\_x)

print('这就是分类预测结果')

print(client\_result)

2.相关代码

##### 1)模型预测

相关代码如下：

#心脏病预测模型建模

#导入所用库函数及数据集

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

from sklearn.linear\_model import LogisticRegression

from sklearn.model\_selection import train\_test\_split

import os

#读入数据集中数据

df = pd.read\_csv("C:/Users/Administrator/Desktop/dasanxia/Thursday9 10 11/heart.csv")

#输出读入的数据

df.head()

#检查是否有缺省值

df.loc[(df['age'].isnull()) |

(df['sex'].isnull()) |

(df['cp'].isnull()) |

(df['trestbps'].isnull()) |

(df['chol'].isnull()) |

(df['fbs'].isnull()) |

(df['restecg'].isnull()) |

(df['thalach'].isnull()) |

(df['exang'].isnull()) |

(df['oldpeak'].isnull()) |

(df['slope'].isnull()) |

(df['ca'].isnull()) |

(df['target'].isnull())]

#通过绘图方式观察数据，能够更好的观察是否有错误

sns.pairplot(df.dropna(), hue='target')

#对血液中胆固醇含量绘制数据分布图

df['chol'].hist()

#对静息血压绘制数据分布图

df['trestbps'].hist()

#将类别变量转换为伪变量

a = pd.get\_dummies(df['cp'], prefix = "cp")

b = pd.get\_dummies(df['thal'], prefix = "thal")

c = pd.get\_dummies(df['slope'], prefix = "slope")

frames = [df, a, b, c]

df = pd.concat(frames, axis = 1)

#数据集可视化

df.head()

#将原来的类别变量删掉，只保留伪变量

df = df.drop(columns = ['cp', 'thal', 'slope'])

#数据集可视化

df.head()

#数据预处理完成，选择、训练并保存模型

#target是标签

y = df.target.values

x\_data = df.drop(['target'], axis = 1) #丢下最后一行target

#划分训练集与测试集

x\_train, x\_test, y\_train, y\_test = train\_test\_split(x\_data,y,test\_size = 0.2,random\_state=0)

x\_train = x\_train.T

y\_train = y\_train.T

x\_test = x\_test.T

y\_test = y\_test.T

#创建数组，带入随机森林模型中迭代

import numpy as np

num=np.zeros(20,int)

for i in range(0,20):

num[i]=i+990

print(num)

#寻找最优参数

from sklearn.ensemble import RandomForestClassifier

from sklearn.model\_selection import train\_test\_split, GridSearchCV

tuned\_parameters = [{'n\_estimators':num,

'class\_weight':[None,{0: 0.33,1:0.67},'balanced'],'random\_state':[1]}]

rf = GridSearchCV(RandomForestClassifier(), tuned\_parameters, cv=10,scoring='f1')

rf.fit(x\_train.T, y\_train.T)

#输出找到的最优参数

print('Best parameters:')

print(rf.best\_params\_)

rf\_best = rf.best\_estimator\_

#带入最优参数的随机森林模型

accuracies = {}

rf\_best.fit(x\_train.T, y\_train.T)

acc = rf.score(x\_test.T,y\_test.T)\*100

accuracies['Random Forest'] = acc

#输出模型准确率

print("Random Forest Algorithm Accuracy Score : {:.2f}%".format(acc))

#绘制混淆矩阵

y\_head\_rf = rf\_best.predict(x\_test.T)

from sklearn.metrics import confusion\_matrix

cm\_rf = confusion\_matrix(y\_test,y\_head\_rf)

#图像大小4\*4

plt.figure(figsize=(4,4))

plt.title("Random Forest Confusion Matrix")

sns.heatmap(cm\_rf,annot=True,cmap="Blues",fmt="d",cbar=False, annot\_kws={"size": 24})

plt.show()

#绘制ROC曲线

from sklearn.metrics import roc\_curve, auc

fpr, tpr, thresholds = roc\_curve(y\_test, y\_head\_rf)

fig, ax = plt.subplots()

ax.plot(fpr, tpr)

ax.plot([0, 1], [0, 1], transform=ax.transAxes, ls="--", c=".3")

plt.xlim([0.0, 1.0])

plt.ylim([0.0, 1.0])

plt.rcParams['font.size'] = 12

plt.title('ROC curve for diabetes classifier')

plt.xlabel('False Positive Rate (1 - Specificity)')

plt.ylabel('True Positive Rate (Sensitivity)')

plt.grid(True)

#ROC曲线图的面积

auc(fpr, tpr)

#慢性肾病数据集训练模型建模

import numpy as np

import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt

from sklearn.model\_selection import train\_test\_split, GridSearchCV

from sklearn.metrics import roc\_curve, auc, confusion\_matrix, classification\_report,accuracy\_score

from sklearn.ensemble import RandomForestClassifier

import warnings

warnings.filterwarnings('ignore')

#%matplotlib inline

#读入数据集并可视化

df = pd.read\_csv('C:/Users/Administrator/Desktop/dasanxia/Thursday9 10 11/kidney\_disease.csv')

df.head()

#数据预处理，将类别变量转换为伪变量

df[['htn','dm','cad','pe','ane']] = df[['htn','dm','cad','pe','ane']].replace(to\_replace={'yes':1,'no':0})

df[['rbc','pc']]=df[['rbc','pc']].replace(to\_replace={'abnormal':1,'normal':0})

df[['pcc','ba']]=df[['pcc','ba']].replace(to\_replace={'present':1,'notpresent':0})

df[['appet']]=df[['appet']].replace(to\_replace={'good':1,'poor':0,'no':np.nan})

df['classification']=df['classification'].replace(to\_replace={'ckd':1.0,'ckd\t':1.0,'notckd':0.0,'no':0.0})

df.rename(columns={'classification':'class'},inplace=True)

#进一步清洗

df['pe'] = df['pe'].replace(to\_replace='good',value=0)

df['appet']=df['appet'].replace(to\_replace='no',value=0)

df['cad']=df['cad'].replace(to\_replace='\tno',value=0)

df['dm']=df['dm'].replace(to\_replace={'\tno':0,'\tyes':1,' yes':1, '':np.nan})

df.drop('id',axis=1,inplace=True)

df.head()

#列出所有null的数据

df.loc[(df['age'].isnull()) |

(df['bp'].isnull()) |

(df['sg'].isnull()) |

(df['al'].isnull()) |

(df['su'].isnull()) |

(df['rbc'].isnull()) |

(df['pc'].isnull()) |

(df['pcc'].isnull()) |

(df['ba'].isnull()) |

(df['bgr'].isnull()) |

(df['bu'].isnull()) |

(df['sc'].isnull()) |

(df['sod'].isnull()) |

(df['pot'].isnull()) |

(df['hemo'].isnull()) |

(df['htn'].isnull()) |

(df['dm'].isnull()) |

(df['cad'].isnull()) |

(df['appet'].isnull()) |

(df['pe'].isnull()) |

(df['ane'].isnull()) |

(df['class'].isnull())]

#出现空缺值，采用均值归一法，填补缺失值

#病人均值

average0\_age = df.loc[df['class'] ==True, 'age'].mean()

average0\_bp = df.loc[df['class'] == True, 'bp'].mean()

average0\_sg = df.loc[df['class'] == True, 'sg'].mean()

average0\_al = df.loc[df['class'] == True, 'al'].mean()

average0\_su = df.loc[df['class'] == True, 'su'].mean()

average0\_rbc = df.loc[df['class'] == True, 'rbc'].mean()

average0\_pc = df.loc[df['class'] == True, 'pc'].mean()

average0\_pcc = df.loc[df['class'] == True, 'pcc'].mean()

average0\_ba = df.loc[df['class'] == True, 'ba'].mean()

average0\_bgr = df.loc[df['class'] == True, 'bgr'].mean()

average0\_bu = df.loc[df['class'] == True, 'bu'].mean()

average0\_sc = df.loc[df['class'] == True, 'sc'].mean()

average0\_sod = df.loc[df['class'] == True, 'sod'].mean()

average0\_pot = df.loc[df['class'] == True, 'pot'].mean()

average0\_hemo = df.loc[df['class'] == True, 'hemo'].mean()

average0\_htn = df.loc[df['class'] == True, 'htn'].mean()

average0\_dm = df.loc[df['class'] == True, 'dm'].mean()

average0\_cad = df.loc[df['class'] == True, 'cad'].mean()

average0\_appet = df.loc[df['class'] ==True, 'appet'].mean()

average0\_pe = df.loc[df['class'] == True, 'pe'].mean()

average0\_ane = df.loc[df['class'] == True, 'ane'].mean()

#正常人均值

average1\_age = df.loc[df['class'] == False, 'age'].mean()

average1\_bp = df.loc[df['class'] == False, 'bp'].mean()

average1\_sg = df.loc[df['class'] == False, 'sg'].mean()

average1\_al = df.loc[df['class'] == False, 'al'].mean()

average1\_su = df.loc[df['class'] == False, 'su'].mean()

average1\_rbc = df.loc[df['class'] == False, 'rbc'].mean()

average1\_pc = df.loc[df['class'] == False, 'pc'].mean()

average1\_pcc = df.loc[df['class'] == False, 'pcc'].mean()

average1\_ba = df.loc[df['class'] == False, 'ba'].mean()

average1\_bgr = df.loc[df['class'] == False, 'bgr'].mean()

average1\_bu = df.loc[df['class'] == False, 'bu'].mean()

average1\_sc = df.loc[df['class'] == False, 'sc'].mean()

average1\_sod = df.loc[df['class'] == False, 'sod'].mean()

average1\_pot = df.loc[df['class'] == False, 'pot'].mean()

average1\_hemo = df.loc[df['class'] == False, 'hemo'].mean()

average1\_htn = df.loc[df['class'] == False, 'htn'].mean()

average1\_dm = df.loc[df['class'] == False, 'dm'].mean()

average1\_cad = df.loc[df['class'] == False, 'cad'].mean()

average1\_appet = df.loc[df['class'] == False, 'appet'].mean()

average1\_pe = df.loc[df['class'] == False, 'pe'].mean()

average1\_ane = df.loc[df['class'] == False, 'ane'].mean()

#如果为null，则取均值

df.loc[(df['class'] ==True) &(df['age'].isnull()),'age'] = average0\_age

df.loc[(df['class'] ==True) &(df['bp'].isnull()),'bp'] = average0\_bp

df.loc[(df['class'] ==True) &(df['sg'].isnull()),'sg'] = average0\_sg

df.loc[(df['class'] ==True) &(df['al'].isnull()),'al'] = average0\_al

df.loc[(df['class'] ==True) &(df['su'].isnull()),'su'] = average0\_su

df.loc[(df['class'] ==True) &(df['rbc'].isnull()),'rbc'] = average0\_rbc

df.loc[(df['class'] ==True) &(df['pc'].isnull()),'pc'] = average0\_pc

df.loc[(df['class'] ==True) &(df['pcc'].isnull()),'pcc'] = average0\_pcc

df.loc[(df['class'] ==True) &(df['ba'].isnull()),'ba'] = average0\_ba

df.loc[(df['class'] ==True) &(df['bgr'].isnull()),'bgr'] = average0\_bgr

df.loc[(df['class'] ==True) &(df['bu'].isnull()),'bu'] = average0\_bu

df.loc[(df['class'] ==True) &(df['sc'].isnull()),'sc'] = average0\_sc

df.loc[(df['class'] ==True) &(df['sod'].isnull()),'sod'] = average0\_sod

df.loc[(df['class'] ==True) &(df['pot'].isnull()),'pot'] = average0\_pot

df.loc[(df['class'] ==True) &(df['hemo'].isnull()),'hemo']=average0\_hemo

df.loc[(df['class'] ==True) &(df['htn'].isnull()),'htn'] = average0\_htn

df.loc[(df['class'] ==True) &(df['dm'].isnull()),'dm'] = average0\_dm

df.loc[(df['class'] ==True) &(df['cad'].isnull()),'cad'] = average0\_cad

df.loc[(df['class'] ==True) &(df['appet'].isnull()),'appet'] = average0\_appet

df.loc[(df['class'] ==True)&(df['pe'].isnull()),'pe'] = average0\_pe

df.loc[(df['class'] ==True) &(df['ane'].isnull()),'ane'] = average0\_ane

df.loc[(df['class'] ==False) &(df['age'].isnull()),'age'] = average1\_age

df.loc[(df['class'] ==False) &(df['bp'].isnull()),'bp'] = average1\_bp

df.loc[(df['class'] ==False) &(df['sg'].isnull()),'sg'] = average1\_sg

df.loc[(df['class'] ==False) &(df['al'].isnull()),'al'] = average1\_al

df.loc[(df['class'] ==False) &(df['su'].isnull()),'su'] = average1\_su

df.loc[(df['class'] ==False) &(df['rbc'].isnull()),'rbc'] = average1\_rbc

df.loc[(df['class'] ==False) &(df['pc'].isnull()),'pc'] = average1\_pc

df.loc[(df['class'] ==False) &(df['pcc'].isnull()),'pcc'] = average1\_pcc

df.loc[(df['class'] ==False) &(df['ba'].isnull()),'ba'] = average1\_ba

df.loc[(df['class'] ==False) &(df['bgr'].isnull()),'bgr'] = average1\_bgr

df.loc[(df['class'] ==False) &(df['bu'].isnull()),'bu'] = average1\_bu

df.loc[(df['class'] ==False) &(df['sc'].isnull()),'sc'] = average1\_sc

df.loc[(df['class'] ==False) &(df['sod'].isnull()),'sod'] = average1\_sod

df.loc[(df['class'] ==False) &(df['pot'].isnull()),'pot'] = average1\_pot

df.loc[(df['class'] ==False) &(df['hemo'].isnull()),'hemo'] = average1\_hemo

df.loc[(df['class'] ==False) &(df['htn'].isnull()),'htn'] = average1\_htn

df.loc[(df['class'] ==False) &(df['dm'].isnull()),'dm'] = average1\_dm

df.loc[(df['class'] ==False) &(df['cad'].isnull()),'cad'] = average1\_cad

df.loc[(df['class'] ==False) &(df['appet'].isnull()),'appet'] = average1\_appet

df.loc[(df['class'] ==False) &(df['pe'].isnull()),'pe'] = average1\_pe

df.loc[(df['class'] ==False) &(df['ane'].isnull()),'ane'] = average1\_ane

#重新检查是否有缺省值

df.loc[(df['age'].isnull()) |

(df['bp'].isnull()) |

(df['sg'].isnull()) |

(df['al'].isnull()) |

(df['su'].isnull()) |

(df['rbc'].isnull()) |

(df['pc'].isnull()) |

(df['pcc'].isnull()) |

(df['ba'].isnull()) |

(df['bgr'].isnull()) |

(df['bu'].isnull()) |

(df['sc'].isnull()) |

(df['sod'].isnull()) |

(df['pot'].isnull()) |

(df['hemo'].isnull()) |

(df['htn'].isnull()) |

(df['dm'].isnull()) |

(df['cad'].isnull()) |

(df['appet'].isnull()) |

(df['pe'].isnull()) |

(df['ane'].isnull()) |

(df['class'].isnull())]

#划分训练集测试集

X\_train, X\_test, y\_train, y\_test = train\_test\_split(df.iloc[:,:-1], df['class'], test\_size = 0.33, random\_state=44,stratify= df['class'] )

print(X\_train.shape)

print(X\_test.shape)

#寻找随机森林最优参数

tuned\_parameters = [{'n\_estimators':[7,8,9,10,11,12,13,14,15,16],'max\_depth':[2,3,4,5,6,None],'class\_weight':[None,{0: 0.33,1:0.67},'balanced'],'random\_state':[42]}]

clf = GridSearchCV(RandomForestClassifier(), tuned\_parameters, cv=10,scoring='f1')

clf.fit(X\_train, y\_train)

#输出最佳参数

print('Best parameters:')

print(clf.best\_params\_)

clf\_best = clf.best\_estimator\_

#将最优参数代入随机森林模型

accuracies = {}

rf = RandomForestClassifier(class\_weight=None, max\_depth= 6,n\_estimators = 7, random\_state = 42)

rf.fit(X\_train, y\_train)

#计算模型准确率

acc = rf.score(X\_test, y\_test)\*100

accuracies['Random Forest'] = acc

print("Random Forest Algorithm Accuracy Score : {:.2f}%".format(acc))

#药物评论情感分析建模

#导入库函数

import warnings

warnings.filterwarnings('ignore')

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from matplotlib import style; style.use('ggplot')

import re

import xgboost as xgb

from nltk.sentiment.vader import SentimentIntensityAnalyzer

from sklearn.model\_selection import train\_test\_split

from sklearn.pipeline import Pipeline

from sklearn.ensemble import RandomForestClassifier

from sklearn.feature\_extraction.text import CountVectorizer

from sklearn.feature\_extraction.text import TfidfVectorizer

from sklearn.linear\_model import LogisticRegression

from sklearn.metrics import confusion\_matrix, classification\_report, roc\_curve, roc\_auc\_score

from sklearn.naive\_bayes import MultinomialNB, GaussianNB

from sklearn.feature\_extraction.text import HashingVectorizer

from sklearn.feature\_selection import chi2, SelectKBest

from sklearn.preprocessing import StandardScaler

from sklearn.svm import SVC

from wordcloud import WordCloud, STOPWORDS

from keras.models import Sequential

from keras.layers import Dense, LSTM, Embedding

from keras.utils import to\_categorical

#读入训练集和测试集

train = pd.read\_csv('C:/Users/Administrator/Desktop/dasanxia/Thursday9 10 11/drugsComTrain\_raw.csv')

test = pd.read\_csv('C:/Users/Administrator/Desktop/dasanxia/Thursday9 10 11/drugsComTest\_raw.csv')

#输出可视化

print('全部评论数：')

print(len(train))

print(len(test))

#仅保留评分为1和10分两端的评论

X\_train=train[train.rating.isin([1,10])]

X\_train.head()

X\_test=test[test.rating.isin([1,10])]

X\_test.head()

#编写去除评论中引号的函数

def remove\_enclosing\_quotes(s):

if s[0] == '"' and s[-1] == '"':

return s[1:-1]

else:

return s

#调用函数

train.review = train.review.apply(remove\_enclosing\_quotes)

test.review = test.review.apply(remove\_enclosing\_quotes)

#用正则表达式去除乱码，防止对后续分隔句子造成影响

import re

train.review = train.review.apply(lambda x: re.sub(r'&#\d+;',r'', x))

test.review = test.review.apply(lambda x: re.sub(r'&#\d+;',r'', x))

#编写函数，将症状，药物写进评论中，拼成一个整体

def combine\_text\_columns(data\_frame, text\_cols):

text\_data = data\_frame[text\_cols]

text\_data.fillna("", inplace=True)

return text\_data.apply(lambda x: " ".join(x), axis=1)

#调用函数

text\_cols = ['drugName', 'condition', 'review']

train['text'] = combine\_text\_columns(train, text\_cols)

test['text'] = combine\_text\_columns(test, text\_cols)

#过滤规则，token的正则表达式

TOKENS\_ALPHANUMERIC = '[A-Za-z0-9]+(?=\\s+)'

#CountVectorizer 类将文本中的词语转换为词频矩阵

vec\_alphanumeric = CountVectorizer(token\_pattern=TOKENS\_ALPHANUMERIC, ngram\_range=(1,2), lowercase=True, stop\_words='english', min\_df=2, max\_df=0.99)

#转换transform，从而实现数据的标准化、归一化

X = vec\_alphanumeric.fit\_transform(train.text)

#将1和10分评论二分类，归位两堆

train['binary\_rating'] = train['rating'] > 5

y = train.binary\_rating

#划分训练集和测试集

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, random\_state=42, stratify=y, test\_size=0.1)

#逻辑回归训练模型

clf\_lr = LogisticRegression(penalty='l2', C=100).fit(X\_train, y\_train)

pred = clf\_lr.predict(X\_test)

#模型在训练集准确率

print("Accuracy on training set: {}".format(clf\_lr.score(X\_train, y\_train)))

#模型在测试集准确率

print("Accuracy on test set: {}".format(clf\_lr.score(X\_test, y\_test)))

#绘制混淆矩阵

print("Confusion Matrix")

print(confusion\_matrix(y\_test, pred))

print(classification\_report(y\_test, pred))

##### 2)模型应用创新

相关代码如下：

#得到心脏病数据集中特征重要性

import eli5

from eli5.sklearn import PermutationImportance

perm = PermutationImportance(rf, random\_state=1).fit(x\_test.T, y\_test.T)

eli5.show\_weights(perm, feature\_names = x\_test.T.columns.tolist())

#得到正常人和患者均值

df.groupby('target').mean()

#正常人平均水平

average0\_count=np.multiply(average0,w)

average0\_sum=sum(average0\_count)

#病人平均水平

average1\_count=np.multiply(average1,w)

average1\_sum=sum(average1\_count)

#得到慢性肾病数据集中特征重要性

import eli5 #for purmutation importance

from eli5.sklearn import PermutationImportance

perm = PermutationImportance(rf, random\_state=1).fit(X\_test, y\_test)

eli5.show\_weights(perm, feature\_names = X\_test.columns.tolist())

df.groupby('class').mean()

#病人平均水平

average0\_count=np.multiply(average0,w)

average0\_sum=sum(average0\_count)

#正常人平均水平

average1\_count=np.multiply(average1,w)

average1\_sum=sum(average1\_count)

#对感情不明确的进行情感分析

train\_0 = pd.read\_csv('C:/Users/Administrator/Desktop/dasanxia/Thursday9 10 11/drugsComTrain\_raw.csv')

test\_0 = pd.read\_csv('C:/Users/Administrator/Desktop/dasanxia/Thursday9 10 11/drugsComTest\_raw.csv')

#仅读入打分为2~9的评论

train\_0=train\_0[train\_0.rating.isin([2,3,4,5,6,7,8,9])]

test\_0=test\_0[test\_0.rating.isin([2,3,4,5,6,7,8,9])]

#去除双引号

train\_0.review = train\_0.review.apply(remove\_enclosing\_quotes)

test\_0.review = test\_0.review.apply(remove\_enclosing\_quotes)

#去除特殊字符

train\_0.review = train\_0.review.apply(lambda x: re.sub(r'&#\d+;',r'', x))

test\_0.review = test\_0.review.apply(lambda x: re.sub(r'&#\d+;',r'', x))

#将症状、药物与评论三者融为一段文字

train\_0['text'] = combine\_text\_columns(train\_0, text\_cols)

test\_0['text'] = combine\_text\_columns(test\_0, text\_cols)

#数据归一化

X\_0 = vec\_alphanumeric.fit\_transform(train.text)

#调用模型进行预测

pred\_0 = clf\_lr.predict(X\_0)

#输出预测结果

print(pred\_0)

##### 3)用户接口及界面可视化代码

本部分为主界面GUI设计及子界面调用。

#导入库函数

from PyQt5 import QtCore, QtGui, QtWidgets

from PyQt5.QtCore import QCoreApplication

#GUI界面大小，按键设置

class Ui\_Dialog(object):

def setupUi(self, Dialog):

Dialog.setObjectName("Dialog")

Dialog.resize(1600, 1000)

Dialog.setFixedSize(1600, 1000)

self.label = QtWidgets.QLabel(Dialog)

self.label.setGeometry(QtCore.QRect(680, 60, 250, 61))

self.label.setObjectName("label")

self.label.setStyleSheet('font-size:40px')

self.pushButton = QtWidgets.QPushButton(Dialog)

self.pushButton.setGeometry(QtCore.QRect(720, 300, 150, 50))

self.pushButton.setObjectName("pushButton")

self.pushButton.setStyleSheet('font-size:30px')

self.pushButton\_2 = QtWidgets.QPushButton(Dialog)

self.pushButton\_2.setGeometry(QtCore.QRect(720, 500, 150, 50))

self.pushButton\_2.setObjectName("pushButton\_2")

self.pushButton\_2.setStyleSheet('font-size:30px')

self.pushButton\_3 = QtWidgets.QPushButton(Dialog)

self.pushButton\_3.setGeometry(QtCore.QRect(720, 800, 150, 50))

self.pushButton\_3.setObjectName("pushButton\_3")

self.pushButton\_3.setStyleSheet('font-size:30px')

self.pushButton\_3.clicked.connect(QCoreApplication.instance().quit)

self.retranslateUi(Dialog)

QtCore.QMetaObject.connectSlotsByName(Dialog)

#为按键起名字

def retranslateUi(self, Dialog):

\_translate = QtCore.QCoreApplication.translate

Dialog.setWindowTitle(\_translate("Dialog", "智能健康助手"))

self.label.setText(\_translate("Dialog", "智能健康助手"))

self.pushButton.setText(\_translate("Dialog", "健康预测"))

self.pushButton\_2.setText(\_translate("Dialog", "药物推荐"))

self.pushButton\_3.setText(\_translate("Dialog", "退出程序"))

#调用机器学习模型，对用户的数据进行分析

#导入库函数

import csv

import pandas as pd

import pickle

import numpy as np

from PyQt5 import QtCore, QtGui, QtWidgets

from databank import result

#GUI界面大小，按键设置

class Ui\_Dialog(object):

def setupUi(self, Dialog):

Dialog.setObjectName("Dialog")

Dialog.resize(1600, 1000)

Dialog.setFixedSize(1600,1000)

self.label = QtWidgets.QLabel(Dialog)

self.label.setGeometry(QtCore.QRect(650,40,300,80)) #标签位置及大小

self.label.setTextFormat(QtCore.Qt.AutoText)

self.label.setAlignment(QtCore.Qt.AlignCenter)

self.label.setObjectName("label")

self.label.setStyleSheet('font-size:40px')

self.age = QtWidgets.QLabel(Dialog)

self.age.setGeometry(QtCore.QRect(700, 200, 200, 40))

self.age.setObjectName("age")

self.age.setStyleSheet('font-size:30px')

self.ageinput = QtWidgets.QLineEdit(Dialog)

self.ageinput.setGeometry(QtCore.QRect(850, 200, 50, 40))

self.ageinput.setObjectName("ageinput")

agelimit = QtCore.QRegExp("[1-9][0-9]{1,2}")

age\_validator = QtGui.QRegExpValidator(agelimit, self.ageinput)

self.ageinput.setValidator(age\_validator)

font = QtGui.QFont()

font.setPointSize(20)

self.ageinput.setFont(font)

self.sex = QtWidgets.QLabel(Dialog)

self.sex.setGeometry(QtCore.QRect(700, 300, 200, 40))

self.sex.setObjectName("sex")

self.sex.setStyleSheet('font-size:30px')

self.sexinput = QtWidgets.QComboBox(Dialog)

self.sexinput.setGeometry(QtCore.QRect(850, 300, 60, 45))

self.sexinput.setObjectName("sexinput")

self.sexinput.addItem("")

self.sexinput.addItem("")

self.sexinput.setStyleSheet('font-size:30px')

self.taste = QtWidgets.QLabel(Dialog)

self.taste.setGeometry(QtCore.QRect(700, 400, 200, 40))

self.taste.setObjectName("taste")

self.taste.setStyleSheet('font-size:30px')

self.tasteinput = QtWidgets.QComboBox(Dialog)

self.tasteinput.setGeometry(QtCore.QRect(850, 400, 100, 45))

self.tasteinput.setObjectName("tasteinput")

self.tasteinput.addItem("")

self.tasteinput.addItem("")

self.tasteinput.setStyleSheet('font-size:30px')

self.pushButton = QtWidgets.QPushButton(Dialog)

self.pushButton.setGeometry(QtCore.QRect(750, 800, 100, 40))

self.pushButton.setObjectName("pushButton")

self.pushButton.setStyleSheet('font-size:30px')

self.pushButton.clicked.connect(self.do)

self.Button = QtWidgets.QPushButton(Dialog)

self.Button.setGeometry(QtCore.QRect(700, 700, 200, 40))

self.Button.setObjectName("Button")

self.Button.setStyleSheet('font-size:30px')

self.Button.clicked.connect(self.get)

self.Button2 = QtWidgets.QPushButton(Dialog)

self.Button2.setGeometry(QtCore.QRect(750, 950, 100, 40))

self.Button2.setObjectName("Button")

self.Button2.setStyleSheet('font-size:30px')

self.label\_2 = QtWidgets.QLabel(Dialog)

self.label\_2.setGeometry(QtCore.QRect(900, 700, 200, 40))

self.label\_2.setStyleSheet('font-size:30px')

self.label\_2.setObjectName("label\_2")

self.progressBar = QtWidgets.QProgressBar(Dialog)

self.progressBar.setGeometry(QtCore.QRect(760, 900, 118, 23))

self.progressBar.setProperty("value", 0)

self.progressBar.setObjectName("progressBar")

self.retranslateUi(Dialog)

QtCore.QMetaObject.connectSlotsByName(Dialog)

#读入用户输入数据

def get(self):

age = self.ageinput.text()

sex = self.sexinput.currentIndex()

taste = self.tasteinput.currentIndex()

a = [age,sex,145,233,1,0,150,0,2.3,0,0,0,0,1,0,1,0,0,1,0,0]

b=[age,80,1.02,1,0,0.439252336,0,0,0,121,36,1.2,133.9017857,4.878443114,15.4,1,1,0,taste,0,0]

#将用户数据输出到csv文件，并进行定性化分析

with open('./databank/test.csv', "a",newline='') as file:

csv\_file = csv.writer(file)

csv\_file.writerow(a)

file.close()

with open('./databank/test2.csv', "a",newline='') as file:

csv\_file = csv.writer(file)

csv\_file.writerow(b)

file.close()

self.label\_2.setText(QtCore.QCoreApplication.translate("Dialog", "写入成功"))

self.progressBar.setProperty("value", 0)

#对用户数据定量化分析

def caculate1(self,client1,client\_result1,):

#判断病情，数据来源于模型

average1\_sum = 2.94673976 #病人

average0\_sum = 3.12316913 #正常人

#权重矩阵

w = np.ones((21, 1))

w[0, 0] = 0.0066 #client\_x['age']

w[1, 0] = 0.059 #client\_x['ca']

w[2, 0] = 0.0033 #client\_x['chol']

w[3, 0] = 0.0590 #client\_x['cp\_0']

w[4, 0] = 0 #client\_x['cp\_1']

w[5, 0] = 0.0197 #client\_x['cp\_2']

w[6, 0] = 0.0131 #client\_x['cp\_3']

w[7, 0] = -0.0033 #client\_x['exang']

w[8, 0] = -0.0033 #client\_x['fbs']

w[9, 0] = 0.0098 #client\_x['oldpeak']

w[10, 0] = 0.0131 #client\_x['restecg']

w[11, 0] = 0.0131 #client\_x['trestbps']

w[12, 0] = 0.0098 #client\_x['sex']

w[13, 0] = 0 #client\_x['slope\_0']

w[14, 0] = 0.0033 #client\_x['slope\_1']

w[15, 0] = 0.0066 #client\_x['slope\_2']

w[16, 0] = 0 #client\_x['thal\_0']

w[17, 0] = 0 #client\_x['thal\_1']

w[18, 0] = 0.0361 #client\_x['thal\_2']

w[19, 0] = 0.0131 #client\_x['thal\_3']

w[20, 0] = 0 #client\_x['thalach']

#用户数据转化为矩阵

client\_message = np.ones((21, 1))

client\_message[0, 0] = client1['age']

client\_message[1, 0] = client1['ca']

client\_message[2, 0] = client1['chol']

client\_message[3, 0] = client1['cp\_0']

client\_message[4, 0] = client1['cp\_1']

client\_message[5, 0] = client1['cp\_2']

client\_message[6, 0] = client1['cp\_3']

client\_message[7, 0] = client1['exang']

client\_message[8, 0] = client1['fbs']

client\_message[9, 0] = client1['oldpeak']

client\_message[10, 0] = client1['restecg']

client\_message[11, 0] = client1['trestbps']

client\_message[12, 0] = client1['sex']

client\_message[13, 0] = client1['slope\_0']

client\_message[14, 0] = client1['slope\_1']

client\_message[15, 0] = client1['slope\_2']

client\_message[16, 0] = client1['thal\_0']

client\_message[17, 0] = client1['thal\_1']

client\_message[18, 0] = client1['thal\_2']

client\_message[19, 0] = client1['thal\_3']

client\_message[20, 0] = client1['thalach']

client\_count = np.multiply(client\_message, w)

client\_sum = sum(client\_count)

#判断用户是否为病人

if client\_result1 == 1:

client\_index = client\_sum / average1\_sum

return(client\_index)

else:

client\_index = client\_sum / average0\_sum

return(client\_index)

#在判断用户是否为病人后继续定量化分析

def caculate2(self,client2,client\_result2,):

#判断病情，数据来源于模型

average1\_sum = 10.06672071 #病人

average0\_sum = 12.62982294 #正常人

#权重矩阵

w = np.ones((21, 1))

w[0, 0] = 0.002 #client\_x['age']

w[1, 0] = 0.051 #client\_x['bp']

w[2, 0] = 0.0545 #client\_x['sg']

w[3, 0] = 0.024 #client\_x['al']

w[4, 0] = 0 #client\_x['su']

w[5, 0] = 0.179 #client\_x['rbc']

w[6, 0] = 0 #client\_x['pc']

w[7, 0] = 0 #client\_x['pcc']

w[8, 0] = 0 #client\_x['ba']

w[9, 0] = 0.028 #client\_x['bgr']

w[10, 0] = 0.019 #client\_x['bu']

w[11, 0] = 0 #client\_x['sc']

w[12, 0] = 0.0025 #client\_x['sod']

w[13, 0] = 0 #client\_x['pot']

w[14, 0] = 0.1505 #client\_x['hemo']

w[15, 0] = 0.08 #client\_x['htn']

w[16, 0] = 0.025 #client\_x['dm']

w[17, 0] = 0 #client\_x['cad']

w[18, 0] = -0.0005 #client\_x['appet']

w[19, 0] = 0 #client\_x['pe']

w[20, 0] = -0.0005 #client\_x['ane']

client\_message = np.ones((21, 1))

client\_message[0, 0] = client2['age']

client\_message[1, 0] = client2['bp']

client\_message[2, 0] = client2['sg']

client\_message[3, 0] = client2['al']

client\_message[4, 0] = client2['su']

client\_message[5, 0] = client2['rbc']

client\_message[6, 0] = client2['pc']

client\_message[7, 0] = client2['pcc']

client\_message[8, 0] = client2['ba']

client\_message[9, 0] = client2['bgr']

client\_message[10, 0] = client2['bu']

client\_message[11, 0] = client2['sc']

client\_message[12, 0] = client2['sod']

client\_message[13, 0] = client2['pot']

client\_message[14, 0] = client2['hemo']

client\_message[15, 0] = client2['htn']

client\_message[16, 0] = client2['dm']

client\_message[17, 0] = client2['cad']

client\_message[18, 0] = client2['appet']

client\_message[19, 0] = client2['pe']

client\_message[20, 0] = client2['ane']

client\_count = np.multiply(client\_message, w)

client\_sum = sum(client\_count)

#print(client\_sum)调试代码

if client\_result2 == 1:

client\_index = client\_sum / average1\_sum

return(client\_index)

else:

client\_index = client\_sum / average0\_sum

return(client\_index)

#输出模型结果，可视化

def do(self):

self.label\_2.setText(QtCore.QCoreApplication.translate("Dialog", ""))

#QtWidgets.QMessageBox.about(None, "Warning", "跳转成功")调试代码

client = pd.read\_csv("./databank/test.csv")

#QtWidgets.QMessageBox.about(None, "Warning", "打开csv成功")调试代码

with open("./databank/model.pkl", "rb") as f:

rf = pickle.load(f)

list = []

#QtWidgets.QMessageBox.about(None, "Warning", "打开模型成功")调试代码

print(client.shape[0] - 1)

for i in range(0, client.shape[0] - 1):

list.append(i)

client = client.drop(list)

print(client)

#QtWidgets.QMessageBox.about(None, "Warning", "数据载入成功")调试代码

client\_result = rf.predict(client)

#QtWidgets.QMessageBox.about(None, "Warning", "预测成功")调试代码

print('这就是分类预测结果')

print(client\_result)

self.progressBar.setProperty("value", 25)

self.score1 = self.caculate1(client,client\_result)

print("得分结果：", self.score1)

self.progressBar.setProperty("value", 50)

client2 = pd.read\_csv("./databank/test2.csv")

with open("./databank/model\_kidney.pkl", "rb") as f:

rf2 = pickle.load(f)

list2 = []

for i in range(0, client2.shape[0] - 1):

list2.append(i)

client2 = client2.drop(list)

client2\_result = rf.predict(client2)

print('这就是分类预测结果')

print(client2\_result)

self.progressBar.setProperty("value", 75)

self.score2 = self.caculate2(client2, client2\_result)

print("得分结果：",self.score2)

self.progressBar.setProperty("value", 100)

self.c\_widget = QtWidgets.QWidget()

self.c = result.Ui\_Dialog() self.c.setupUi(client\_result[0],client2\_result[0],self.score1[0],self.score2[0],self.c\_widget)

self.c.pushButton.clicked.connect(self.c\_widget.close)

self.c\_widget.show()

#子界面文字设计

def retranslateUi(self, Dialog):

\_translate = QtCore.QCoreApplication.translate

Dialog.setWindowTitle(\_translate("Dialog", "健康预测系统"))

self.label.setText(\_translate("Dialog", "健康预测系统"))

self.age.setText(\_translate("Dialog", "您的年龄："))

self.sex.setText(\_translate("Dialog", "您的性别："))

self.sexinput.setItemText(0, \_translate("Dialog", "男"))

self.sexinput.setItemText(1, \_translate("Dialog", "女"))

self.taste.setText(\_translate("Dialog", "最近食欲："))

self.tasteinput.setItemText(0, \_translate("Dialog", "good"))

self.tasteinput.setItemText(1, \_translate("Dialog", "pure"))

self.pushButton.setText(\_translate("Dialog", "检测"))

self.Button.setText(\_translate("Dialog", "一键获取"))

self.Button2.setText(\_translate("Dialog", "返回"))

#预测结果可视化，对用户的数据定性+定量进行化分析

from PyQt5 import QtCore, QtGui, QtWidgets

from PyQt5.QtCore import QCoreApplication

from PyQt5.QtWidgets import QMessageBox

#疾病预测结果展示子界面GUI设计，大小按键设计

class Ui\_Dialog(object):

def setupUi(self, result1,result2,score1,score2,Dialog):

Dialog.setObjectName("Dialog")

Dialog.resize(1600, 1000)

Dialog.setFixedSize(1600, 1000)

self.label = QtWidgets.QLabel(Dialog)

self.label.setGeometry(QtCore.QRect(150, 240, 300, 40))

self.label.setObjectName("label")

self.label.setStyleSheet('font-size:35px')

self.label\_2 = QtWidgets.QLabel(Dialog)

self.label\_2.setGeometry(QtCore.QRect(420, 240, 100, 40))

self.label\_2.setObjectName("label\_2")

self.label\_2.setStyleSheet('font-size:35px')

self.label\_3 = QtWidgets.QLabel(Dialog)

self.label\_3.setGeometry(QtCore.QRect(100, 400, 537, 213))

self.label\_3.setObjectName("label\_3")

self.label\_4 = QtWidgets.QLabel(Dialog)

self.label\_4.setGeometry(QtCore.QRect(950, 240, 300, 40))

self.label\_4.setObjectName("label\_4")

self.label\_4.setStyleSheet('font-size:35px')

self.label\_5 = QtWidgets.QLabel(Dialog)

self.label\_5.setGeometry(QtCore.QRect(1220, 240, 100, 40))

self.label\_5.setObjectName("label\_5")

self.label\_5.setStyleSheet('font-size:35px')

self.label\_6 = QtWidgets.QLabel(Dialog)

self.label\_6.setGeometry(QtCore.QRect(900, 400, 537, 213))

self.label\_6.setObjectName("label\_6")

self.pushButton = QtWidgets.QPushButton(Dialog)

self.pushButton.setGeometry(QtCore.QRect(700, 800, 200, 40))

self.pushButton.setObjectName("pushButton")

self.pushButton.setStyleSheet('font-size:30px')

#需要用到的图片调用地址

self.png1 = QtGui.QPixmap('./databank/healthy1.png')

self.png2 = QtGui.QPixmap('./databank/healthy2.png')

self.png3 = QtGui.QPixmap('./databank/weak1.png')

self.png4 = QtGui.QPixmap('./databank/weak2.png')

self.result1 = result1

self.result2 = result2

self.score1 = score1

self.score2 = score2

self.retranslateUi(Dialog)

QtCore.QMetaObject.connectSlotsByName(Dialog)

#对疾病预测结果进行分析，是轻度或重度中毒

def retranslateUi(self, Dialog):

\_translate = QtCore.QCoreApplication.translate

Dialog.setWindowTitle(\_translate("Dialog", "预测结果"))

self.label.setText(\_translate("Dialog", "您心脏的状态是："))

self.label\_4.setText(\_translate("Dialog", "您肾脏的状态是："))

self.pushButton.setText(\_translate("Dialog", "退出"))

print(self.score1,self.score2)

if self.result1 == 0:

self.label\_2.setText(\_translate("Dialog", "健康"))

if self.score1 < 1:

self.label\_3.setPixmap(self.png1)

#print函数仅在编译时输出，用于检测程序debug

print("ok")

else :

self.label\_3.setPixmap(self.png2)

print("ok")

if self.result2 == 0:

self.label\_5.setText(\_translate("Dialog", "健康"))

if self.score2 < 1:

self.label\_6.setPixmap(self.png1)

print("ok")

else :

self.label\_6.setPixmap(self.png2)

print("ok")

if self.result1 == 1:

self.label\_2.setText(\_translate("Dialog", "虚弱"))

if self.score1 < 1:

self.label\_3.setPixmap(self.png3)

print("ok")

else :

self.label\_3.setPixmap(self.png4)

print("ok")

if self.result2 == 1:

self.label\_5.setText(\_translate("Dialog", "虚弱"))

if self.score2 < 1:

self.label\_6.setPixmap(self.png3)

print("ok")

else :

self.label\_6.setPixmap(self.png4)

print("ok")

#药物查询

#导入库函数

from PyQt5 import QtCore, QtGui, QtWidgets

from databank import medicineres

#GUI界面大小，按键设置

class Ui\_Dialog(object):

def setupUi(self, Dialog):

Dialog.setObjectName("Dialog")

Dialog.resize(1600, 1000)

Dialog.setFixedSize(1600, 1000)

self.label = QtWidgets.QLabel(Dialog)

self.label.setGeometry(QtCore.QRect(680, 60, 250, 61))

self.label.setObjectName("label")

self.label.setStyleSheet('font-size:40px')

self.label\_2 = QtWidgets.QLabel(Dialog)

self.label\_2.setGeometry(QtCore.QRect(640, 200, 450, 400))

self.label\_2.setObjectName("label\_2")

self.label\_2.setStyleSheet('font-size:25px')

self.pushButton\_3 = QtWidgets.QPushButton(Dialog)

self.pushButton\_3.setGeometry(QtCore.QRect(720, 800, 150, 50))

self.pushButton\_3.setObjectName("pushButton\_3")

self.pushButton\_3.setStyleSheet('font-size:30px')

self.pushButton\_3.clicked.connect(self.getresult)

self.textEdit = QtWidgets.QTextEdit(Dialog)

self.textEdit.setGeometry(QtCore.QRect(660, 500, 291, 201))

self.textEdit.setObjectName("textEdit")

self.textEdit.setStyleSheet('font-size:30px')

self.pushButton\_2 = QtWidgets.QPushButton(Dialog)

self.pushButton\_2.setGeometry(QtCore.QRect(720, 900, 150, 50))

self.pushButton\_2.setObjectName("pushButton\_3")

self.pushButton\_2.setStyleSheet('font-size:30px')

self.retranslateUi(Dialog)

QtCore.QMetaObject.connectSlotsByName(Dialog)

#接收用户输入，调用数据库

def getresult(self):

condition = self.textEdit.toPlainText()

self.a\_widget = QtWidgets.QWidget()

self.a = medicineres.Ui\_Dialog()

self.a.setupUi(self.a\_widget,condition)

self.a.pushButton.clicked.connect(self.a\_widget.close)

self.a\_widget.show()

#输出匹配到数据库中的数据

def retranslateUi(self, Dialog):

\_translate = QtCore.QCoreApplication.translate

Dialog.setWindowTitle(\_translate("Dialog", "Dialog"))

self.label.setText(\_translate("Dialog", "药物推荐助手"))

self.label\_2.setText(\_translate("Dialog","请输入您的症状以#作为间隔"))

self.pushButton\_3.setText(\_translate("Dialog", "查询"))

self.pushButton\_2.setText(\_translate("Dialog", "返回"))

#将匹配到的数据库结果可视化

#导入库函数

from PyQt5 import QtCore, QtGui, QtWidgets

import pandas as pd

#GUI界面设计，大小和按钮

class Ui\_Dialog(object):

def setupUi(self, Dialog,condition):

\_translate = QtCore.QCoreApplication.translate

Dialog.setObjectName("Dialog")

Dialog.setWindowTitle(\_translate("Dialog", "查询结果"))

Dialog.resize(600, 400)

Dialog.setFixedSize(600, 400)

self.pushButton = QtWidgets.QPushButton(Dialog)

self.pushButton.setGeometry(QtCore.QRect(200, 300, 200, 40))

self.pushButton.setObjectName("pushButton")

self.pushButton.setStyleSheet('font-size:30px')

self.pushButton.setText(\_translate("Dialog", "退出"))

self.tableWidget = QtWidgets.QTableWidget(Dialog)

self.tableWidget.setGeometry(QtCore.QRect(0, 0, 600, 300))

self.tableWidget.setObjectName("tableWidget") self.tableWidget.setEditTriggers(QtWidgets.QAbstractItemView.NoEditTriggers)

self.tableWidget.setColumnCount(3)

item = QtWidgets.QTableWidgetItem()

#接收输入的用户症状

item.setText(\_translate("Dialog", "medicine\_1"))

self.tableWidget.setHorizontalHeaderItem(0, item)

item = QtWidgets.QTableWidgetItem()

item.setText(\_translate("Dialog", "medicine\_2"))

self.tableWidget.setHorizontalHeaderItem(1, item)

item = QtWidgets.QTableWidgetItem()

item.setText(\_translate("Dialog", "medicine\_3"))

print(item)

self.tableWidget.setHorizontalHeaderItem(2, item)

self.condition = condition.split("#")

#读数据库

df = pd.read\_csv("./databank/cure\_clean.csv")

self.tableWidget.setRowCount(len(self.condition))

for i in self.condition :

medicine = []

medicine\_1 = df.loc[df['condition'] == i, 'medicine\_1']

medicine\_2 = df.loc[df['condition'] == i, 'medicine\_2']

medicine\_3 = df.loc[df['condition'] == i, 'medicine\_3']

if len(medicine\_1) == 0 or len(medicine\_2) == 0 or len(medicine\_3) == 0 :

info = " %s Not Found" % (i)

QtWidgets.QMessageBox.about(None,"Warning",info) self.tableWidget.setVerticalHeaderItem(self.condition.index(i), QtWidgets.QTableWidgetItem(i))

else : self.tableWidget.setVerticalHeaderItem(self.condition.index(i), QtWidgets.QTableWidgetItem(i))

#输出排名前三的药物

medicine\_1 = medicine\_1.values[0]

medicine\_2 = medicine\_2.values[0]

medicine\_3 = medicine\_3.values[0]

medicine\_1= medicine\_1.strip().replace('Series([], )', ' ')

medicine\_2= medicine\_2.strip().replace('Series([], )', ' ')

medicine\_3= medicine\_3.strip().replace('Series([], )', ' ')

medicine.append(medicine\_1)

medicine.append(medicine\_2)

medicine.append(medicine\_3)

for j in medicine:

self.tableWidget.setItem(self.condition.index(i), medicine.index(j),

QtWidgets.QTableWidgetItem(j))

QtWidgets.QTableWidget.resizeColumnsToContents(self.tableWidget)

QtCore.QMetaObject.connectSlotsByName(Dialog)

#测试文件代码

#导入库函数

import PyQt5

from PyQt5 import QtCore, QtGui, QtWidgets

from PyQt5.QtCore import QCoreApplication

import sys,xlsxwriter,csv,os

from databank import jiance,mainwindow,medicine,medicineres

#打开疾病预测模块，预测疾病；创建或打开疾病记录，记录用户数据

with open("./databank/test.csv", 'w') as f:

csv\_write = csv.writer(f)

data\_row = ["age", "sex","trestbps","chol","fbs","restecg","thalach","exang","oldpeak","ca","cp\_0","cp\_1","cp\_2","cp\_3","thal\_0","thal\_1","thal\_2","thal\_3","slope\_0","slope\_1","slope\_2"]

csv\_write.writerow(data\_row)

f.close()

with open("./databank/test2.csv", 'w') as f:

csv\_write = csv.writer(f)

data\_row = ["age", "bp","sg","al","su","rbc","pc","pcc","ba","bgr","bu","sc","sod","pot","hemo","htn","dm","cad","appet","pe","ane"]

csv\_write.writerow(data\_row)

f.close()

#打开药物推荐模块，推荐药物

app = QtWidgets.QApplication(sys.argv)

a\_widget = QtWidgets.QWidget()

b\_widget = QtWidgets.QWidget()

c\_widget = QtWidgets.QWidget()

#界面GUI设计及输出

a = mainwindow.Ui\_Dialog()

a.setupUi(a\_widget)

a\_widget.show()

b = jiance.Ui\_Dialog()

b.setupUi(b\_widget)

c = medicine.Ui\_Dialog()

c.setupUi(c\_widget)

a.pushButton.clicked.connect(b\_widget.show)

c.pushButton\_2.clicked.connect(c\_widget.close)

b.Button2.clicked.connect(b\_widget.close)

a.pushButton\_2.clicked.connect(c\_widget.show)

sys.exit(app.exec\_())

项目3 基于SVM的酒店评论推荐系统

3.3 模块实现

3.3.1 数据预处理

1.数据整合

#读取每一条文字内容

def getContent(fullname):

f = open(fullname,'rb+')

content = f.readlines()

f.close()

return content

#将积极和消极评论分别写入两个文件中

for parent,dirnames,filenames in os.walk(rootdir):

for filename in filenames:

#使用getContent()函数，得到每条评论的具体内容

content = getContent(rootdir + '\\' + filename)

output.writelines(content)

i = i+1

output.close()

2.文本清洗

#文本清洗

def clearTxt(line):

if line != '':

#去掉末尾的空格

line = line.strip()

pun\_num = string.punctuation + string.digits

intab = pun\_num

outtab = " "\*len(pun\_num)

#去除所有标点和数字

trantab = str.maketrans(intab, outtab)

line = line.translate(trantab)

#去除文本中的英文和数字

line = re.sub("[a-zA-Z0-9]", "", line)

#去除文本中的中文符号和英文符号

line = re.sub("[\s+\.\!\/\_,$%^\*(+\"\'；：“”．]+|[+——！=＝°【】，÷。？?、 ~@#￥%……&\*（）]+", "", line)

return line

#进行文本分词

#引入jieba模块

import jieba

import jieba.analyse

import codecs,sys,string,re

#文本分词

def sent2word(line):

segList = jieba.cut(line,cut\_all=False)

segSentence = ''

for word in segList:

if word != '\t':

segSentence += word + " "

return segSentence.strip()

#删除分词后文本里的停用词

def delstopword(line,stopkey):

wordList = line.split(' ')

sentence = ''

for word in wordList:

word = word.strip()

#spotkey是在主函数中获取的评论行数

#逐行删除，不破坏词所在每行的位置，始终保持每条评论的间隔

if word not in stopkey:

if word != '\t':

sentence += word + " "

return sentence.strip()

3.文本分词

#载入模型

fdir = 'E:\word2vec\word2vec\_from\_weixin\word2vec'

inp = fdir + '\word2vec\_wx'

model = gensim.models.Word2Vec.load(inp)

#把词语转化为词向量的函数

def getWordVecs(wordList,model):

vecs = []

for word in wordList:

word = word.replace('\n','')

#print word

try:

vecs.append(model[word])

except KeyError:

continue

return np.array(vecs, dtype='float')

#转化为词向量

def buildVecs(filename,model):

fileVecs = []

with codecs.open(filename, 'rb', encoding='utf-8') as contents:

for line in contents:

wordList = line.split(' ')

#调用getwordVecs()函数，获取每条评论的词向量

vecs = getWordVecs(wordList,model)

if len(vecs) >0:

vecsArray = sum(np.array(vecs))/len(vecs)

fileVecs.append(vecsArray)

return fileVecs

#建立词向量表，其中积极的首列填充为1，消极的首列填充为0

Y = np.concatenate((np.ones(len(posInput)), np.zeros(len(negInput))))

X = posInput[:]

for neg in negInput:

X.append(neg)

X = np.array(X)

3.3.2 模型训练及保存

1.加载词向量表，并设置训练集和测试集

相关代码如下：

fdir = ''

df = pd.read\_csv(fdir + '2000\_data.csv')

#导入每一条词向量为x，对应的结果为y

y = df.iloc[:,1].values

x = df.iloc[:,2:].values

#分割训练集和测试集

(x\_train,x\_test,y\_train,y\_test)=train\_test\_split(x,y,test\_size=0.2,random\_state=1)

2.模型训练并保存

相关代码如下：

#进行模型的训练

clf = svm.SVC(C = 10,kernel='rbf',gamma=0.38,probability = True)#训练

clf.fit(x\_train,y\_train)

#打印模型在训练集上的准确率

print 'train Accuracy: %.2f'% clf.score(x\_train,y\_train)

#打印模型在测试集上的准确率

print 'Test Accuracy: %.2f'% clf.score(x\_test,y\_test)

pred\_probas = clf.predict\_proba(x)[:,1] #score

fpr,tpr,\_ = metrics.roc\_curve(y, pred\_probas)

roc\_auc = metrics.auc(fpr,tpr)

#画出模型的ROC曲线，便于后续分析调整模型

plt.plot(fpr, tpr, label = 'area = %.2f' % roc\_auc)

plt.plot([0, 1], [0, 1], 'k--')

plt.xlim([0.0, 1.0])

plt.ylim([0.0, 1.05])

plt.legend(loc = 'lower right')

plt.show()

#保存模型

joblib.dump(clf, "my\_model\_1.m")

3.3.3 模型应用

1.爬取评论

在携程酒店爬取指定酒店ID的评论集。

#爬虫输入网页请求参数，得到相应网页

def getResponse(url,pageindex):

data={"hotelId":1737627,"pageIndex":pageindex,"tagId":0,"pageSize":10,"groupTypeBitMap":2,"needStatisticInfo":0,"order":0,"basicRoomName":"","travelType":1,"head":{"cid":"09031179411625216472","ctok":"","cver":"1.0","lang":"01","sid":"8888","syscode":"09","auth":"","extension":[]}}

data = json.dumps(data).encode(encoding='utf-8')

#模拟普通浏览器的方式

header\_dict = {'User-Agent': 'Mozilla/5.0 (Windows NT 6.1; Trident/7.0; rv:11.0) like Gecko',"Content-Type": "application/json"}

url\_request = request.Request(url=url,data=data,headers=header\_dict)

print("正在采集的是第%d页", %i)

url\_response = request.urlopen(url\_request)

return url\_response

if \_\_name\_\_ == "\_\_main\_\_":

#循环爬取所有页数

for i in range(1,434):

#输入采取网页的地址

http\_response=getResponse("http://m.ctrip.com/restapi/soa2/16765/gethotelcomment?\_fxpcqlniredt=09031144211504567945",i)

data = http\_response.read().decode('utf-8')

dic = json.loads(data)

ungz=dic['othersCommentList']

#网页结构是每页有十条评论

for k in range(10):

content=ungz[k]

comment=content['content']

#存储到本地文件中

with open('comment\_beiwai.txt', 'a', encoding='UTF-8') as f:

f.write(json.dumps(comment, ensure\_ascii=False) + '\n'+'\n')

#每采集页延迟10s

time.sleep(10)

#将爬取的评论写入数据库中，使用longtext存储，为节省空间只存储了前一百个字符

def into(path,string):

#连接数据库

conn = mysql.connector.connect(user='root', password='password', database='grades', use\_unicode=True)

cursor = conn.cursor()

f = codecs.open(path, 'r', encoding='utf-8')

f=f.read()

#删去评论里的换行符，节省存储空间

f=filter\_emoji(f,restr='')

f=f.replace('\r','')

f=f.replace('\n','')

f=f.replace('"',"")

f=f[0:100]

print(f)

def filter\_emoji(desstr,restr=""):

#过滤表情

try:

co = re.compile(u'[\U00010000-\U0010ffff]')

except re.error:

co = re.compile(u'[\uD800-\uDBFF][\uDC00-\uDFFF]')

return co.sub(restr, desstr)

try:

print(string)

print(f)

#插入酒店和分数到数据库

cursor.execute('insert into grades (hotel,date) values(%s,%s)',[string,f]) conn.commit()

except:

#插入不成功回滚，并且报错

conn.rollback()

print("fail")

2.酒店打分

import warnings

warnings.filterwarnings(action='ignore', category=UserWarning, module='gensim') #忽略警告

import logging

import os.path

import codecs,sys

import numpy as np

import pandas as pd

import gensim

import matplotlib.pyplot as plt

from sklearn.decomposition import PCA

from sklearn import svm

from sklearn import metrics

from sklearn.externals import joblib

import collections

import mysql.connector

import jieba

import jieba.analyse

import string,re

def prepareData(sourceFile,targetFile):

f = open(sourceFile, 'r', encoding='utf-8')

target = ""

print( 'open source file: '+ sourceFile)

print ('open target file: '+ targetFile)

lineNum = 1

line = f.readline()

while line:

print( '---processing ',lineNum,' article---')

line = clearTxt(line)

seg\_line = sent2word(line)

target.writelines(seg\_line + '\n')

lineNum = lineNum + 1

line = f.readline()

f.close()

return target

#清洗文本

def clearTxt(line):

if line != '':

line = line.strip()

pun\_num = string.punctuation + string.digits

intab = pun\_num

outtab = " "\*len(pun\_num)

#去除所有标点和数字

trantab = str.maketrans(intab, outtab)

line = line.translate(trantab)

#去除文本中的英文和数字

line = re.sub("[a-zA-Z0-9]", "", line)

#去除文本中的中文符号和英文符号

line = re.sub("[\s+\.\!\/\_,$%^\*(+\"\'；：“”．]+|[+——！=＝°【】，÷。？?、~@#￥%……&\*（）]+", "", line)

return line

#文本切割

def sent2word(line):

segList = jieba.cut(line,cut\_all=False)

segSentence = ''

for word in segList:

if word != '\t':

segSentence += word + " "

return segSentence.strip()

def stopWord(source,stopkey):

sourcef = source

lineNum = 1

line = sourcef.readline()

target=""

while line:

print ('---processing ',lineNum,' article---')

sentence = delstopword(line,stopkey)

#print sentence

target.writelines(sentence + '\n')

lineNum = lineNum + 1

line = sourcef.readline()

return target

#构建特征词向量

def getWordVecs(wordList,model):

vecs = []

for word in wordList:

word = word.replace('\n','')

#print word

try:

vecs.append(model[word])

except KeyError:

continue

return np.array(vecs, dtype='float')

#构建文档词向量

def buildVecs(input,model):

fileVecs = []

with codecs.open(filename, 'rb', encoding='utf-8') as contents:

for line in contents:

logger.info("Start line: " + line)

wordList = line.split(' ')

vecs = getWordVecs(wordList,model)

#print vecs

#sys.exit()

#for each sentence, the mean vector of all its vectors is used to represent this sentence

if len(vecs) >0:

vecsArray = sum(np.array(vecs))/len(vecs) # mean

#print vecsArray

#sys.exit()

fileVecs.append(vecsArray)

return fileVecs

if \_\_name\_\_ == '\_\_main\_\_':

sourceFile = '../comment.txt'

#分词

result1=prepareData(sourceFile)

stopkey = [w.strip() for w in result1.readlines()]

#去除停用词

result2=stopWord(source,stopkey)

program = os.path.basename(sys.argv[0])

logger = logging.getLogger(program) logging.basicConfig(format='%(asctime)s: %(levelname)s: %(message)s',level=logging.INFO)

logger.info("running %s" % ' '.join(sys.argv))

#加载模型

fdir = 'E:\word2vec\word2vec\_from\_weixin\word2vec'

inp = fdir + '\word2vec\_wx'

model = gensim.models.Word2Vec.load(inp)

fdir1 = 'C:\Users\zhoua\\test\_a\_review'

#开始构建词向量表

output = buildVecs(result2,model)

Y = np.ones(len(posInput))

X = output[:]

X = np.array(X)

df\_x = pd.DataFrame(X)

df\_y = pd.DataFrame(Y)

data = pd.concat([df\_y,df\_x],axis = 1)

data.to\_csv(fdir1 + '\\comment\_data.csv')

#加载模型，统计模型的0与1占比，根据一定规则进行打分，并且将分数存入数据库

clf = joblib.load("my\_model\_1.m")

def countgrades(filename):

df = pd.read\_csv(filename)

x = df.iloc[:,2:]

predict=clf.predict(x)

pred\_probas = clf.predict\_proba(x)

x=collections.Counter(predict)

#统计0和1 的比例，并给出分数

x0=x[0]

x1=x[1]

grades=100\*x1/(x1+x0)

return grades

if \_\_name\_\_=="\_\_main\_\_":

#存入数据库

conn = mysql.connector.connect(user='root', password='zhou19990806', database='grades', use\_unicode=True)

cursor = conn.cursor()

filename1="comment\_data.csv"

grades1=countgrades(filename1)

cursor.execute('insert into grades grades=%s where hotel=%s', (int(grades1),'南京全季酒店'))

print '南京全季酒店的分数是: %.2f'% grades1

filename2="comment\_bupt\_data.csv"

grades2=countgrades(filename2)

cursor.execute('insert into grades grades=%s where hotel=%s', (int(grades2),'北邮科技酒店'))

print '北邮科技酒店的分数是: %.2f'% grades2

filename3="comment\_pku\_data.csv"

grades3=countgrades(filename3)

cursor.execute('insert into grades grades=%s where hotel=%s', (int(grades3),'北大博雅酒店'))

print '北大博雅酒店的分数是: %.2f'% grades3

filename4="comment\_beiwai\_data.csv"

grades4=countgrades(filename4)

cursor.execute('insert into grades grades=%s where hotel=%s', (int(grades4),'鹤佳酒店'))

print '鹤佳酒店的分数是: %.2f'% grades4

filename5="comment\_beijiao\_data.csv"

grades5=countgrades(filename5)

cursor.execute('insert into grades grades=%s where hotel=%s', (int(grades5),'乐家服务酒店'))

print '乐家服务酒店的分数是: %.2f'% grades5

conn.commit()

cursor.close()

3.界面设置

##### 1)创建Django项目

进入命令行环境，输入命令，生成helloworld项目：

django-admin startproject HelloWorld

##### 2)html布局文件

相关代码如下：

<!DOCTYPE html>

<html>

<head>

<meta charset="utf-8">

<title>酒店分数查询</title>

<style type="text/css">

<!—表单的样式-->

#bg{

width:700px;

height:400px;

margin:0 auto;

}

.bordered {

border-style:solid;

width:600px;

height:300px;

}

</style>

</head>

<body>

<!—查询框-->

<body align="center"/>

<body style="color:black"/>

<br/><br/><br/><br/> &nbsp;&nbsp;&nbsp;&nbsp;

<div id="bg" class="bordered">

<fieldset>

<legend><h1 align="center" >查询页面</h1></legend>

<form action="/search-post" method="post">

{% csrf\_token %}

<p> <strong>酒店名</strong>&nbsp;<input type="text" name="q"></p>

<br/>

<p><input type="submit"value="查询"style="width:70px;height:30px" ></p>

</form>

<!—预留内容，展示输出内容-->

</fieldset>

<p id="view">{{ rlt1 }}</p>

<p id="view">{{ rlt2 }}</p>

<div>

</body>

</html>

##### 3)后台调用数据库

相关代码如下：

import mysql.connector

#接收POST请求数据

def search\_post(request):

#连接数据库

conn = mysql.connector.connect(user='root', password='password', database='grades', use\_unicode=True)

cursor = conn.cursor()

ctx ={}

if request.POST:

#获取表单中填入内容

res=request.POST['q']

#在数据库中搜索并展示结果

sql="SELECT \* FROM grades WHERE hotel=%s"

cursor.execute(sql,(res,))

results = cursor.fetchall()

results=results[0]

grade=results[1]

data=results[2]

#展示该酒店的打分

ctx['rlt1'] = "分数："+str(grade)

#展示该酒店的评论

ctx['rlt2']="评论："+str(data)+"......"

cursor.close()

#返回响应内容

return render(request, "hello.html", ctx)

##### 4)Django项目中其余两个重要文件

相关代码如下：

#Django中自动生成的urls.py文件，将提交动作与后台响应函数绑定

from django.conf.urls import url

from . import view

urlpatterns = [

url(r'^search-post$', view.search\_post),

]

#Django中自动生成的settings.py文件

import os

BASE\_DIR = os.path.dirname(os.path.dirname(os.path.abspath(\_\_file\_\_)))

SECRET\_KEY = '\_$&5uv^$+5@$\*&&%9c+0+-c7v8%dmsj(ycnq=sh34a\_)s+7n=p'

DEBUG = True

ALLOWED\_HOSTS = ['\*']

INSTALLED\_APPS = [

'django.contrib.admin',

'django.contrib.auth',

'django.contrib.contenttypes',

'django.contrib.sessions',

'django.contrib.messages',

'django.contrib.staticfiles',

]

MIDDLEWARE = [

'django.middleware.security.SecurityMiddleware',

'django.contrib.sessions.middleware.SessionMiddleware',

'django.middleware.common.CommonMiddleware',

'django.middleware.csrf.CsrfViewMiddleware',

'django.contrib.auth.middleware.AuthenticationMiddleware',

'django.contrib.messages.middleware.MessageMiddleware',

'django.middleware.clickjacking.XFrameOptionsMiddleware',

]

ROOT\_URLCONF = 'HelloWorld.urls'

TEMPLATES = [

{

'BACKEND': 'django.template.backends.django.DjangoTemplates',

'DIRS': [BASE\_DIR+"/templates",],

'APP\_DIRS': True,

'OPTIONS': {

'context\_processors': [

'django.template.context\_processors.debug',

'django.template.context\_processors.request',

'django.contrib.auth.context\_processors.auth',

'django.contrib.messages.context\_processors.messages',

],

},

},

]

WSGI\_APPLICATION = 'HelloWorld.wsgi.application'

DATABASES = {

'default': {

'ENGINE': 'django.db.backends.sqlite3',

'NAME': os.path.join(BASE\_DIR, 'db.sqlite3'),

}

}

AUTH\_PASSWORD\_VALIDATORS = [

{

'NAME': 'django.contrib.auth.password\_validation.UserAttributeSimilarityValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.MinimumLengthValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.CommonPasswordValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.NumericPasswordValidator',

},

]

LANGUAGE\_CODE = 'en-us'

TIME\_ZONE = 'UTC'

USE\_I18N = True

USE\_L10N = True

USE\_TZ = True

STATIC\_URL = '/static/'

项目4 基于MovieLens数据集的电影推荐系统

4.3 模块实现

4.3.1 模型训练

1.数据集分析

相关代码如下:

ratings\_title = ['UserID','MovieID', 'Rating', 'timestamps']

ratings = pd.read\_table('./ml-1m/ratings.dat', sep='::', header=None, names=ratings\_title, engine = 'python')

ratings.head()
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图4-7 ratings.dat数据

使用MovieID、Title和Genres，MovieID和Genres是类别字段，Title是文本。Title与IMDB提供的标题相同（包括发行年份），Genres是管道分隔，并且选自以下流派：

Action Adventure Animation Children's Comedy

Crime Documentary Drama Fantasy Film-Noir

Horror Musical Mystery Romance Sci-Fi

Thriller War Western

查看movies.dat中前5个数据，结果如图4-8所示，相关代码如下：

movies\_title = ['MovieID', 'Title', 'Genres']

movies = pd.read\_table('./ml-1m/movies.dat', sep='::', header=None, names = movies\_title, engine = 'python')

movies.head()

2.数据预处理

相关代码如下：

#数据预处理

def load\_data():

#处理 users.dat

users\_title = ['UserID', 'Gender', 'Age', 'JobID', 'Zip-code']

users = pd.read\_table('./ml-1m/users.dat', sep='::', header=None, names=users\_title, engine = 'python')

#去除邮编

users = users.filter(regex='UserID|Gender|Age|JobID')

users\_orig = users.values

#改变数据中的性别和年龄

gender\_map = {'F':0, 'M':1}

users['Gender'] = users['Gender'].map(gender\_map)

age\_map = {val:ii for ii,val in enumerate(set(users['Age']))}

users['Age'] = users['Age'].map(age\_map)

#处理 movies.dat

movies\_title = ['MovieID', 'Title', 'Genres']

movies = pd.read\_table('./ml-1m/movies.dat', sep='::', header=None, names=movies\_title, engine = 'python')

movies\_orig = movies.values

#去掉Title中的年份

pattern = re.compile(r'^(.\*)\((\d+)\)$')

title\_map = {val:pattern.match(val).group(1) for ii,val in enumerate(set(movies['Title']))}

movies['Title'] = movies['Title'].map(title\_map)

#电影类型转数字字典

genres\_set = set()

for val in movies['Genres'].str.split('|'):

genres\_set.update(val)

genres\_set.add('<PAD>')

genres2int = {val:ii for ii, val in enumerate(genres\_set)}

#将电影类型转成等长数字列表，长度是18

genres\_map = {val:[genres2int[row] for row in val.split('|')] for ii,val in enumerate(set(movies['Genres']))}

for key in genres\_map:

for cnt in range(max(genres2int.values()) - len(genres\_map[key])):

genres\_map[key].insert(len(genres\_map[key])+ cnt,genres2int['<PAD>'])

movies['Genres'] = movies['Genres'].map(genres\_map)

#电影Title转数字字典

title\_set = set()

for val in movies['Title'].str.split():

title\_set.update(val)

title\_set.add('<PAD>')

title2int = {val:ii for ii, val in enumerate(title\_set)}

#将电影Title转成等长数字列表，长度是15

title\_count = 15

title\_map = {val:[title2int[row] for row in val.split()] for ii,val in enumerate(set(movies['Title']))}

for key in title\_map:

for cnt in range(title\_count - len(title\_map[key])):

title\_map[key].insert(len(title\_map[key]) + cnt,title2int['<PAD>'])

movies['Title'] = movies['Title'].map(title\_map)

#处理 ratings.dat

ratings\_title = ['UserID','MovieID', 'ratings', 'timestamps']

ratings = pd.read\_table('./ml-1m/ratings.dat', sep='::', header=None, names=ratings\_title, engine = 'python')

ratings = ratings.filter(regex='UserID|MovieID|ratings')

#合并三个表

data = pd.merge(pd.merge(ratings, users), movies)

#将数据分成X和y两张表

target\_fields = ['ratings']

features\_pd, targets\_pd = data.drop(target\_fields, axis=1), data[target\_fields]

features = features\_pd.values

targets\_values = targets\_pd.values

return title\_count, title\_set, genres2int, features, targets\_values, ratings, users, movies, data, movies\_orig, users\_orig

#加载数据并保存到本地

#title\_count：Title字段的长度（15）

#title\_set：Title文本的集合

#genres2int：电影类型转数字的字典

#features：是输入X

#targets\_values：是学习目标y

#ratings：评分数据集的Pandas对象

#users：用户数据集的Pandas对象

#movies：电影数据的Pandas对象

#data：三个数据集组合在一起的Pandas对象

#movies\_orig：没有做数据处理的原始电影数据

#users\_orig：没有做数据处理的原始用户数据

#调用数据处理函数

title\_count, title\_set, genres2int, features, targets\_values, ratings, users, movies, data, movies\_orig, users\_orig = load\_data()

#保存预处理结果

pickle.dump((title\_count, title\_set, genres2int, features,

targets\_values, ratings, users, movies, data,

movies\_orig, users\_orig), open('preprocess.p', 'wb'))

查看预处理后的数据，如图4-9所示。
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图4-9 预处理后users数据

处理后的movies数据如图4-10所示。
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图4-10 预处理后的movies数据

3.模型创建

相关代码如下：

title\_count, title\_set, genres2int, features, targets\_values, ratings, users, movies, data, movies\_orig, users\_orig = pickle.load(open('preprocess.p', mode='rb'))

加载数据后定义神经网络的模型结构：

1)定义参数

相关代码如下：

#嵌入矩阵的维度

embed\_dim = 32

#用户ID个数

uid\_max = max(features.take(0,1)) + 1 #6040

#性别个数

gender\_max = max(features.take(2,1)) + 1 #1+1=2

#年龄类别个数

age\_max = max(features.take(3,1)) + 1 #6+1=7

#职业个数

job\_max = max(features.take(4,1)) + 1 #20+1=21

#电影ID个数

movie\_id\_max = max(features.take(1,1)) + 1 #3952

#电影类型个数

movie\_categories\_max = max(genres2int.values()) + 1 #18+1=19

#电影名单词个数

movie\_title\_max = len(title\_set) #5216

#对电影类型嵌入向量做加和操作的标志，考虑过使用mean做平均，但是没实现mean

combiner = "sum"

#电影名长度

sentences\_size = title\_count #15

#文本卷积滑动窗口，分别滑动2,3, 4, 5个单词

window\_sizes = {2, 3, 4, 5}

#文本卷积核数量

filter\_num = 8

#电影ID转下标的字典，数据集中电影ID跟下标不一致，例如第5行的数据电影ID不一定是5

movieid2idx = {val[0]:i for i, val in enumerate(movies.values)}

2)定义网络数据输入占位符

def get\_inputs():

#输入占位符

#用户数据输入

uid = tf.placeholder(tf.int32, [None, 1], name="uid")

user\_gender = tf.placeholder(tf.int32, [None, 1], name="user\_gender")

user\_age = tf.placeholder(tf.int32, [None, 1], name="user\_age")

user\_job = tf.placeholder(tf.int32, [None, 1], name="user\_job")

#电影数据输入

movie\_id = tf.placeholder(tf.int32, [None, 1], name="movie\_id")

movie\_categories = tf.placeholder(tf.int32, [None, 18], name="movie\_categories")

movie\_titles = tf.placeholder(tf.int32, [None, 15], name="movie\_titles")

#目标评分

targets = tf.placeholder(tf.int32, [None, 1], name="targets")

#学习率

LearningRate = tf.placeholder(tf.float32, name = "LearningRate")

#弃用率

dropout\_keep\_prob = tf.placeholder(tf.float32, name = "dropout\_keep\_prob")

return uid, user\_gender, user\_age, user\_job, movie\_id, movie\_categories, movie\_titles, targets, LearningRate, dropout\_keep\_prob

3)定义用户嵌入矩阵

相关代码如下：

def get\_user\_embedding(uid, user\_gender, user\_age, user\_job):

#定义User的嵌入矩阵，返回某个userid的嵌入层向量

with tf.name\_scope("user\_embedding"):

#用户ID嵌入矩阵

uid\_embed\_matrix = tf.Variable(tf.random\_uniform([uid\_max, embed\_dim], -1, 1), name = "uid\_embed\_matrix")

uid\_embed\_layer = tf.nn.embedding\_lookup(uid\_embed\_matrix, uid, name = "uid\_embed\_layer")

#用户性别嵌入矩阵

gender\_embed\_matrix = tf.Variable(tf.random\_uniform([gender\_max, embed\_dim // 2], -1, 1), name= "gender\_embed\_matrix")

gender\_embed\_layer = tf.nn.embedding\_lookup(gender\_embed\_matrix, user\_gender, name = "gender\_embed\_layer")

#用户年龄嵌入矩阵

age\_embed\_matrix = tf.Variable(tf.random\_uniform([age\_max, embed\_dim // 2], -1, 1), name="age\_embed\_matrix")

age\_embed\_layer = tf.nn.embedding\_lookup(age\_embed\_matrix, user\_age, name="age\_embed\_layer")

#用户职业嵌入矩阵

job\_embed\_matrix = tf.Variable(tf.random\_uniform([job\_max, embed\_dim // 2], -1, 1), name = "job\_embed\_matrix")

job\_embed\_layer = tf.nn.embedding\_lookup(job\_embed\_matrix, user\_job, name = "job\_embed\_layer")

return uid\_embed\_layer, gender\_embed\_layer, age\_embed\_layer, job\_embed\_layer

4)定义电影嵌入矩阵

相关代码如下：

def get\_movie\_id\_embed\_layer(movie\_id):

#定义MovieId的嵌入矩阵，返回某个电影ID的嵌入层向量

with tf.name\_scope("movie\_embedding"):

movie\_id\_embed\_matrix = tf.Variable(tf.random\_uniform([movie\_id\_max, embed\_dim], -1, 1), name = "movie\_id\_embed\_matrix")

movie\_id\_embed\_layer = tf.nn.embedding\_lookup(movie\_id\_embed\_matrix, movie\_id, name = "movie\_id\_embed\_layer")

return movie\_id\_embed\_layer

5)定义电影类型嵌入矩阵

相关代码如下：

def get\_movie\_categories\_layers(movie\_categories):

#电影类型的嵌入矩阵，返回某部电影所有类型向量的和

with tf.name\_scope("movie\_categories\_layers"):

#定义嵌入矩阵

movie\_categories\_embed\_matrix = tf.Variable(tf.random\_uniform([movie\_categories\_max, embed\_dim], -1, 1), name = "movie\_categories\_embed\_matrix")

#根据索引选择电影类型向量

movie\_categories\_embed\_layer = tf.nn.embedding\_lookup(movie\_categories\_embed\_matrix, movie\_categories, name = "movie\_categories\_embed\_layer")

#向量元素相加

if combiner == "sum":

movie\_categories\_embed\_layer = tf.reduce\_sum(movie\_categories\_embed\_layer, axis=1, keep\_dims=True)

return movie\_categories\_embed\_layer

6)处理电影名称

相关代码如下：

def get\_movie\_cnn\_layer(movie\_titles):

#从嵌入矩阵中得到电影名对应的各单词嵌入向量

with tf.name\_scope("movie\_embedding"): movie\_title\_embed\_matrix=tf.Variable(tf.random\_uniform([movie\_title\_max, embed\_dim], -1, 1), name = "movie\_title\_embed\_matrix") movie\_title\_embed\_layer=tf.nn.embedding\_lookup(movie\_title\_embed\_matrix, movie\_titles, name = "movie\_title\_embed\_layer")

movie\_title\_embed\_layer\_expand = tf.expand\_dims(movie\_title\_embed\_layer, -1)

#对文本嵌入层使用不同尺寸的卷积核做卷积和最大池化

pool\_layer\_lst = []

for window\_size in window\_sizes:

with tf.name\_scope("movie\_txt\_conv\_maxpool\_{}".format(window\_size)):

#权重

filter\_weights = tf.Variable(tf.truncated\_normal([window\_size, embed\_dim, 1, filter\_num],stddev=0.1),name = "filter\_weights")

filter\_bias = tf.Variable(tf.constant(0.1, shape=[filter\_num]), name="filter\_bias")

#卷积层

conv\_layer = tf.nn.conv2d(movie\_title\_embed\_layer\_expand, filter\_weights, [1,1,1,1], padding="VALID", name="conv\_layer")

relu\_layer = tf.nn.relu(tf.nn.bias\_add(conv\_layer,filter\_bias), name ="relu\_layer")

#池化层

maxpool\_layer = tf.nn.max\_pool(relu\_layer, [1,sentences\_size - window\_size + 1 ,1,1], [1,1,1,1], padding="VALID", name="maxpool\_layer")

pool\_layer\_lst.append(maxpool\_layer)

#丢弃层

with tf.name\_scope("pool\_dropout"):

pool\_layer = tf.concat(pool\_layer\_lst, 3, name ="pool\_layer")

max\_num = len(window\_sizes) \* filter\_num

pool\_layer\_flat = tf.reshape(pool\_layer , [-1, 1, max\_num], name = "pool\_layer\_flat")

dropout\_layer = tf.nn.dropout(pool\_layer\_flat, dropout\_keep\_prob, name = "dropout\_layer")

return pool\_layer\_flat, dropout\_layer

#用户嵌入层向量全连接层定义函数

def get\_user\_feature\_layer(uid\_embed\_layer, gender\_embed\_layer, age\_embed\_layer, job\_embed\_layer):

#用户嵌入层向量全连接

with tf.name\_scope("user\_fc"):

#第一层全连接

uid\_fc\_layer = tf.layers.dense(uid\_embed\_layer, embed\_dim, name = "uid\_fc\_layer", activation=tf.nn.relu)

gender\_fc\_layer = tf.layers.dense(gender\_embed\_layer, embed\_dim, name = "gender\_fc\_layer", activation=tf.nn.relu)

age\_fc\_layer = tf.layers.dense(age\_embed\_layer, embed\_dim, name ="age\_fc\_layer", activation=tf.nn.relu)

job\_fc\_layer = tf.layers.dense(job\_embed\_layer, embed\_dim, name = "job\_fc\_layer", activation=tf.nn.relu)

#第二层全连接

user\_combine\_layer = tf.concat([uid\_fc\_layer, gender\_fc\_layer, age\_fc\_layer, job\_fc\_layer], 2) #(?, 1, 128)

user\_combine\_layer = tf.contrib.layers.fully\_connected(user\_combine\_layer, 200, tf.tanh) #(?, 1, 200)

user\_combine\_layer\_flat = tf.reshape(user\_combine\_layer, [-1, 200])

return user\_combine\_layer, user\_combine\_layer\_flat

#电影特征全连接层定义函数

def get\_movie\_feature\_layer(movie\_id\_embed\_layer, movie\_categories\_embed\_layer, dropout\_layer):

#所有电影特征全连接

with tf.name\_scope("movie\_fc"):

#第一层全连接

movie\_id\_fc\_layer = tf.layers.dense(movie\_id\_embed\_layer, embed\_dim, name = "movie\_id\_fc\_layer", activation=tf.nn.relu)

movie\_categories\_fc\_layer = tf.layers.dense(movie\_categories\_embed\_layer, embed\_dim, name = "movie\_categories\_fc\_layer", activation=tf.nn.relu)

#第二层全连接

movie\_combine\_layer = tf.concat([movie\_id\_fc\_layer, movie\_categories\_fc\_layer, dropout\_layer], 2) #(?, 1, 96) movie\_combine\_layer=tf.contrib.layers.fully\_connected(movie\_combine\_layer,200,tf.tanh)#(?,1, 200)

movie\_combine\_layer\_flat = tf.reshape(movie\_combine\_layer, [-1, 200])

return movie\_combine\_layer, movie\_combine\_layer\_flat

8)定义计算图

相关代码如下：

#计算图定义

tf.reset\_default\_graph()

train\_graph = tf.Graph()

with train\_graph.as\_default():

#获取输入占位符

uid, user\_gender, user\_age, user\_job, movie\_id, movie\_categories, movie\_titles, targets, lr, dropout\_keep\_prob = get\_inputs()

#获取User的4个嵌入向量

uid\_embed\_layer, gender\_embed\_layer, age\_embed\_layer, job\_embed\_layer = get\_user\_embedding(uid, user\_gender, user\_age, user\_job)

#得到用户特征

user\_combine\_layer, user\_combine\_layer\_flat = get\_user\_feature\_layer(uid\_embed\_layer, gender\_embed\_layer, age\_embed\_layer, job\_embed\_layer)

#获取电影ID的嵌入向量

movie\_id\_embed\_layer = get\_movie\_id\_embed\_layer(movie\_id)

#获取电影类型的嵌入向量 movie\_categories\_embed\_layer=get\_movie\_categories\_layers(movie\_categories)

#获取电影名的特征向量

pool\_layer\_flat, dropout\_layer = get\_movie\_cnn\_layer(movie\_titles)

#得到电影特征

movie\_combine\_layer, movie\_combine\_layer\_flat = get\_movie\_feature\_layer(movie\_id\_embed\_layer, movie\_categories\_embed\_layer, dropout\_layer)

with tf.name\_scope("inference"):

#将用户特征和电影特征做矩阵乘法得到一个预测评分

inference = tf.reduce\_sum(user\_combine\_layer\_flat \* movie\_combine\_layer\_flat, axis=1)

inference = tf.expand\_dims(inference, axis=1)

with tf.name\_scope("loss"):

#MSE损失，将计算值回归到评分

cost = tf.losses.mean\_squared\_error(targets, inference )

loss = tf.reduce\_mean(cost)

#优化损失

global\_step = tf.Variable(0, name="global\_step", trainable=False)

optimizer = tf.train.AdamOptimizer(lr)

gradients = optimizer.compute\_gradients(loss) #代价

train\_op=optimizer.apply\_gradients(gradients,global\_step=global\_step)

4.模型训练

定义超参数：

#训练迭代次数

num\_epochs = 5

#每个Batch大小

batch\_size = 256

#丢弃率

dropout\_keep = 0.5

#学习率

learning\_rate = 0.0001

#每n 个batches 显示信息

show\_every\_n\_batches = 20

#保存路径

save\_dir = './save'

#定义取得batch的函数

def get\_batches(Xs, ys, batch\_size):

for start in range(0, len(Xs), batch\_size):

end = min(start + batch\_size, len(Xs))

yield Xs[start:end], ys[start:end]

#定义保存参数的函数

import pickle

def save\_params(params):

#保存参数到文件中

pickle.dump(params, open('params.p', 'wb'))

def load\_params():

#从文件中加载参数

return pickle.load(open('params.p', mode='rb'))

#作图

%matplotlib inline

%config InlineBackend.figure\_format = 'retina'

import matplotlib.pyplot as plt

import time

import datetime

#记录损失，用于画图

losses = {'train':[], 'test':[]}

with tf.Session(graph=train\_graph) as sess:

#搜集数据给TensorBoard使用

#跟踪渐变值和稀疏度

grad\_summaries = []

for g, v in gradients:

if g is not None:

grad\_hist\_summary = tf.summary.histogram("{}/grad/hist".format(v.name.replace(':', '\_')), g)

sparsity\_summary = tf.summary.scalar("{}/grad/sparsity".format(v.name.replace(':', '\_')), tf.nn.zero\_fraction(g))

grad\_summaries.append(grad\_hist\_summary)

grad\_summaries.append(sparsity\_summary)

grad\_summaries\_merged = tf.summary.merge(grad\_summaries)

#输出文件夹

timestamp = str(int(time.time()))

out\_dir = os.path.abspath(os.path.join(os.path.curdir, "runs", timestamp))

print("Writing to {}\n".format(out\_dir))

#损失与精度的总结

loss\_summary = tf.summary.scalar("loss", loss)

#训练的总结

train\_summary\_op = tf.summary.merge([loss\_summary, grad\_summaries\_merged])

train\_summary\_dir = os.path.join(out\_dir, "summaries", "train")

train\_summary\_writer = tf.summary.FileWriter(train\_summary\_dir, sess.graph)

#测试总结

inference\_summary\_op = tf.summary.merge([loss\_summary])

inference\_summary\_dir = os.path.join(out\_dir,"summaries","inference")

inference\_summary\_writer = tf.summary.FileWriter(inference\_summary\_dir, sess.graph)

#变量初始化

sess.run(tf.global\_variables\_initializer())

#模型保存

saver = tf.train.Saver()

for epoch\_i in range(num\_epochs):

#将数据集分成训练集和测试集，随机种子不固定

train\_X,test\_X, train\_y, test\_y = train\_test\_split(features,

targets\_values,

test\_size = 0.2,

random\_state = 0)

#分开batches

train\_batches = get\_batches(train\_X, train\_y, batch\_size)

test\_batches = get\_batches(test\_X, test\_y, batch\_size)

#训练的迭代，保存训练损失

for batch\_i in range(len(train\_X) // batch\_size):

x, y = next(train\_batches)

categories = np.zeros([batch\_size, 18])

for i in range(batch\_size):

categories[i] = x.take(6,1)[i]

titles = np.zeros([batch\_size, sentences\_size])

for i in range(batch\_size):

titles[i] = x.take(5,1)[i]

#传入数据

feed = {

uid: np.reshape(x.take(0,1), [batch\_size, 1]),

user\_gender: np.reshape(x.take(2,1), [batch\_size, 1]),

user\_age: np.reshape(x.take(3,1), [batch\_size, 1]),

user\_job: np.reshape(x.take(4,1), [batch\_size, 1]),

movie\_id: np.reshape(x.take(1,1), [batch\_size, 1]),

movie\_categories: categories, #x.take(6,1)

movie\_titles: titles, #x.take(5,1)

targets: np.reshape(y, [batch\_size, 1]),

dropout\_keep\_prob: dropout\_keep, #dropout\_keep

lr: learning\_rate}

#计算结果

step, train\_loss, summaries, \_ = sess.run([global\_step, loss, train\_summary\_op, train\_op], feed) #cost

losses['train'].append(train\_loss)

#保存记录

train\_summary\_writer.add\_summary(summaries, step)

#每多少个batches显示一次

if (epoch\_i \* (len(train\_X) // batch\_size) + batch\_i) % show\_every\_n\_batches == 0:

time\_str = datetime.datetime.now().isoformat()

print('{}: Epoch {:>3} Batch {:>4}/{} train\_loss = {:.3f}'.format(

time\_str,

epoch\_i,

batch\_i,

(len(train\_X) // batch\_size),

train\_loss))

#使用测试数据的迭代

for batch\_i in range(len(test\_X) // batch\_size):

x, y = next(test\_batches)

categories = np.zeros([batch\_size, 18])

for i in range(batch\_size):

categories[i] = x.take(6,1)[i]

titles = np.zeros([batch\_size, sentences\_size])

for i in range(batch\_size):

titles[i] = x.take(5,1)[i]

#传入数据

feed = {

uid: np.reshape(x.take(0,1), [batch\_size, 1]),

user\_gender: np.reshape(x.take(2,1), [batch\_size, 1]),

user\_age: np.reshape(x.take(3,1), [batch\_size, 1]),

user\_job: np.reshape(x.take(4,1), [batch\_size, 1]),

movie\_id: np.reshape(x.take(1,1), [batch\_size, 1]),

movie\_categories: categories, #x.take(6,1)

movie\_titles: titles, #x.take(5,1)

targets: np.reshape(y, [batch\_size, 1]),

dropout\_keep\_prob: 1,

lr: learning\_rate}

#计算结果

step, test\_loss, summaries = sess.run([global\_step, loss, inference\_summary\_op], feed) #cost

#保存测试损失

losses['test'].append(test\_loss)

inference\_summary\_writer.add\_summary(summaries, step)

#每多少个batches显示一次

time\_str = datetime.datetime.now().isoformat()

if (epoch\_i \* (len(test\_X) // batch\_size) + batch\_i) % show\_every\_n\_batches == 0:

print('{}: Epoch {:>3} Batch {:>4}/{} test\_loss = {:.3f}'.format(

time\_str,

epoch\_i,

batch\_i,

(len(test\_X) // batch\_size),

test\_loss))

#保存模型

saver.save(sess, save\_dir)

print('Model Trained and Saved')

相关代码如下：

#保存参数

save\_params((save\_dir))

load\_dir = load\_params()

#作图画出训练损失

plt.figure(figsize=(8, 6))

plt.plot(losses['train'], label='Training loss')

plt.legend()

plt.xlabel("Batches")

plt.ylabel("Loss")

\_ = plt.ylim()

#作图画出测试损失

plt.figure(figsize=(8,6))

plt.plot(losses['test'], label='Test loss')

plt.legend()

plt.xlabel("Batches")

plt.ylabel("Loss")

\_ = plt.ylim()

5.获取特征矩阵

1)定义函数用于获取保存的张量

相关代码如下：

def get\_tensors(loaded\_graph):

#使用get\_tensor\_by\_name()函数从loaded\_graph模块中获取张量

uid = loaded\_graph.get\_tensor\_by\_name("uid:0")

user\_gender = loaded\_graph.get\_tensor\_by\_name("user\_gender:0")

user\_age = loaded\_graph.get\_tensor\_by\_name("user\_age:0")

user\_job = loaded\_graph.get\_tensor\_by\_name("user\_job:0")

movie\_id = loaded\_graph.get\_tensor\_by\_name("movie\_id:0")

movie\_categories=loaded\_graph.get\_tensor\_by\_name("movie\_categories:0")

movie\_titles = loaded\_graph.get\_tensor\_by\_name("movie\_titles:0")

targets = loaded\_graph.get\_tensor\_by\_name("targets:0")

dropout\_keep\_prob = loaded\_graph.get\_tensor\_by\_name("dropout\_keep\_prob:0")

lr = loaded\_graph.get\_tensor\_by\_name("LearningRate:0")

inference = loaded\_graph.get\_tensor\_by\_name("inference/ExpandDims:0")

movie\_combine\_layer\_flat = loaded\_graph.get\_tensor\_by\_name("movie\_fc/Reshape:0")

user\_combine\_layer\_flat = loaded\_graph.get\_tensor\_by\_name("user\_fc/Reshape:0")

return uid, user\_gender, user\_age, user\_job, movie\_id, movie\_categories, movie\_titles, targets, lr, dropout\_keep\_prob, inference, movie\_combine\_layer\_flat, user\_combine\_layer\_flat

2)生成电影特征矩阵

相关代码如下：

loaded\_graph = tf.Graph()

movie\_matrics = []

with tf.Session(graph=loaded\_graph) as sess:

#载入保存好的模型

loader = tf.train.import\_meta\_graph(load\_dir + '.meta')

loader.restore(sess, load\_dir)

#调用函数提取tensors

uid, user\_gender, user\_age, user\_job, movie\_id, movie\_categories, movie\_titles, targets, lr, dropout\_keep\_prob, \_, movie\_combine\_layer\_flat, \_\_ = get\_tensors(loaded\_graph)

for item in movies.values:

categories = np.zeros([1, 18])

categories[0] = item.take(2)

titles = np.zeros([1, sentences\_size])

titles[0] = item.take(1)

feed = {

movie\_id: np.reshape(item.take(0), [1, 1]),

movie\_categories: categories,

movie\_titles: titles,

dropout\_keep\_prob: 1}

movie\_combine\_layer\_flat\_val = sess.run([movie\_combine\_layer\_flat], feed)

#添加进一个list中

movie\_matrics.append(movie\_combine\_layer\_flat\_val)

#保存成.p文件

pickle.dump((np.array(movie\_matrics).reshape(-1, 200)), open('movie\_matrics.p', 'wb'))

#读取文件

movie\_matrics = pickle.load(open('movie\_matrics.p', mode='rb'))

3)生成用户特征矩阵

相关代码如下：

loaded\_graph = tf.Graph()

users\_matrics = []

with tf.Session(graph=loaded\_graph) as sess:

#载入保存好的模型

loader = tf.train.import\_meta\_graph(load\_dir + '.meta')

loader.restore(sess, load\_dir)

#调用函数提取张量

uid, user\_gender, user\_age, user\_job, movie\_id, movie\_categories, movie\_titles, targets, lr, dropout\_keep\_prob, \_, \_\_,user\_combine\_layer\_flat = get\_tensors(loaded\_graph) #loaded\_graph

for item in users.values:

feed = {

uid: np.reshape(item.take(0), [1, 1]),

user\_gender: np.reshape(item.take(1), [1, 1]),

user\_age: np.reshape(item.take(2), [1, 1]),

user\_job: np.reshape(item.take(3), [1, 1]),

dropout\_keep\_prob: 1}

user\_combine\_layer\_flat\_val=sess.run([user\_combine\_layer\_flat], feed)

#添加进一个list中

users\_matrics.append(user\_combine\_layer\_flat\_val)

#保存成.p文件

pickle.dump((np.array(users\_matrics).reshape(-1, 200)), open('users\_matrics.p', 'wb'))

#读取文件

users\_matrics = pickle.load(open('users\_matrics.p', mode='rb'))

4.3.2 后端Django

1.路由文件

./mysite/urls.py的相关代码如下：

from django.contrib import admin

from django.urls import include, path

urlpatterns = [

#转发至connTest应用

path('connTest/', include('connTest.urls')),

#管理功能，默认生成，不使用

path('admin/', admin.site.urls),

]

如果请求中包含connTest/，则将请求转发至应用connTest的urls.py文件，./connTest/urls.py相关代码如下：

from django.urls import path

#导入connTest下的视图层views.py

from . import views

urlpatterns = [

#请求中不包含其他字符，调用视图层中的index函数

path('', views.index, name='index'),

#请求中包含“get\_rand\_movies/”，调用视图层中的get\_rand\_movies()函数

path('get\_rand\_movies/',views.get\_rand\_movies,name='get\_rand\_movies'),

#请求中包含“get\_this\_movie/”，调用视图层中的get\_this\_movie()函数

path('get\_this\_movie/', views.get\_this\_movie, name='get\_this\_movie'),

#请求中包含“post\_st\_movies/”，调用视图层中的post\_st\_movies()函数

path('post\_st\_movies/', views.post\_st\_movies, name='post\_st\_movies'),

#请求中包含“post\_of\_movies/”，调用视图层中的post\_of\_movies()函数

path('post\_of\_movies/',views.post\_of\_movies,name='post\_of\_movies'),

]

如果请求中有对应的字符串，则转发至相应的处理函数。

2.视图层文件

相关代码如下：

#用于返回应答

from django.http import HttpResponse

#自定义文件my\_data.py，用于封装推荐算法函数

from . import my\_data

#路径

import os

#特征向量文件所在目录所需文件settings.PROJECT

from django.conf import settings

#处理json文件，API返回格式为json

import json

#index函数，接收视图层请求，此函数用于测试，推荐算法中不使用

def index(request):

#如果请求方法是POST

if(request.method == 'POST'):

data = request.POST['choice']

#返回get\_random\_movies()结果

rand\_movies\_list=my\_data.get\_random\_movies(settings.PROJECT\_ROOT)

results = {}

for i in range(5):

result = {}

result['movie\_id'] = rand\_movies\_list[i][0]

result['movie\_name'] = rand\_movies\_list[i][1]

result['movie\_genres'] = rand\_movies\_list[i][2]

results[str(i)] = result

results = json.dumps(results)

return HttpResponse(results)

elif(request.method == 'GET'):

#如果请求方法是GET

return HttpResponse("Hello,this is connTest index.")

#get\_rand\_movies函数，接收视图层请求，返回5个随机电影

def get\_rand\_movies(request):

#调用my\_data中的get\_rand\_movies()函数，获得电影

rand\_movies\_list = my\_data.get\_random\_movies(settings.PROJECT\_ROOT)

results = {}

#遍历list化成dict

for i in range(5):

result = {}

result['movie\_id'] = rand\_movies\_list[i][0]

result['movie\_name'] = rand\_movies\_list[i][1]

result['movie\_genres'] = rand\_movies\_list[i][2]

results[str(i)] = result

#转化为json格式

results = json.dumps(results)

#返回应答

return HttpResponse(results)

#get\_this\_movie函数，接收视图层请求，返回电影相关信息，系统中未使用，仅做测试使用

def get\_this\_movie(request):

#POST请求，接收参数movie\_id

movie\_id = request.POST['movie\_id']

movie\_id = int(movie\_id)

#调用my\_data中的get\_a\_movie()函数，获得电影

this\_movie\_data = my\_data.get\_a\_movie(settings.PROJECT\_ROOT,movie\_id)

#转化成dict

results = {}

result = {}

result['movie\_id'] = this\_movie\_data[0]

result['movie\_name'] = this\_movie\_data[1]

result['movie\_genres'] = this\_movie\_data[2]

results["0"] = result

#转化成json格式

results = json.dumps(results)

#返回应答

return HttpResponse(results)

#post\_st\_movies()函数，接收视图层请求，返回某个电影的同种电影

def post\_st\_movies(request):

#接收POST请求参数

movie\_id = request.POST['movie\_id']

movie\_id = int(movie\_id)

#调用my\_data中的recommend\_same\_type\_movie()函数，获得同种电影列表

st\_movies\_list = my\_data.recommend\_same\_type\_movie(settings.PROJECT\_ROOT,movie\_id)

#list化成dict

results = {}

for i in range(5):

result = {}

result['movie\_id'] = st\_movies\_list[i][0]

result['movie\_name'] = st\_movies\_list[i][1]

result['movie\_genres'] = st\_movies\_list[i][2]

results[str(i)] = result

#转化成json格式

results = json.dumps(results)

#返回应答

return HttpResponse(results)

#post\_of\_movies函数，接收视图层请求，返回看过某个电影的人喜欢的电影

def post\_of\_movies(request):

#接收POST请求参数

movie\_id = request.POST['movie\_id']

movie\_id = int(movie\_id)

#调用my\_data中的recommend\_other\_favorite\_movie ()函数，获得电影列表

of\_movies\_list = my\_data.recommend\_other\_favorite\_movie(settings.PROJECT\_ROOT,movie\_id)

#list转化成dict

results = {}

for i in range(5):

result = {}

result['movie\_id'] = of\_movies\_list[i][0]

result['movie\_name'] = of\_movies\_list[i][1]

result['movie\_genres'] = of\_movies\_list[i][2]

results[str(i)] = result

#转化成json格式

results = json.dumps(results)

#返回应答

return HttpResponse(results)

实现推荐算法文件my\_data.py相关代码如下：

#导入需要用到的包

import pandas as pd

import numpy as np

import pickle

import random

import os

#get\_random\_movies函数返回5个随机电影

def get\_random\_movies(PROJECT\_ROOT):

#读取数据

title\_count, title\_set, genres2int, features, targets\_values, ratings, users, movies, data, movies\_orig, users\_orig = pickle.load(open(os.path.join(PROJECT\_ROOT,'preprocess.p'), mode='rb'))

#随机5个索引

random\_movies = [random.randint(0,3833) for i in range(5)]

#返回电影数据列表

return movies\_orig[random\_movies]

#get\_a\_movie函数，参数电影ID对应信息

def get\_a\_movie(PROJECT\_ROOT,movie\_id):

title\_count, title\_set, genres2int, features, targets\_values, ratings, users, movies, data, movies\_orig, users\_orig = pickle.load(open(os.path.join(PROJECT\_ROOT,'preprocess.p'), mode='rb'))

#电影ID转下标的字典，数据集中电影ID跟下标不一致，例如，第5行的数据电影ID不一定是5

movieid2idx = {val[0]:i for i, val in enumerate(movies.values)}

this\_movie\_data = movies\_orig[movieid2idx[movie\_id]]

return this\_movie\_data

#recommend\_same\_type\_movie函数返回同种类电影列表

def recommend\_same\_type\_movie(PROJECT\_ROOT,movie\_id\_val, top\_k=20):

#读取数据

title\_count, title\_set, genres2int, features, targets\_values, ratings, users, movies, data, movies\_orig, users\_orig = pickle.load(open(os.path.join(PROJECT\_ROOT,'preprocess.p'), mode='rb'))

#电影ID转下标的字典，数据集中电影ID跟下标不一致，例如，第5行的数据电影ID不一定是5

movieid2idx = {val[0]:i for i, val in enumerate(movies.values)}

#读取电影特征矩阵 movie\_matrics=pickle.load(open(os.path.join(PROJECT\_ROOT,'movie\_matrics.p'), mode='rb'))

#读取用户特征矩阵

users\_matrics = pickle.load(open(os.path.join(PROJECT\_ROOT,'users\_matrics.p'), mode='rb'))

#推荐与选择

同类型的电影

print("您选择的电影是：{}".format(movies\_orig[movieid2idx[movie\_id\_val]]))

#规范化电影特征矩阵

norm\_movie\_matrics = np.sqrt(np.sum(np.square(movie\_matrics),axis=1)).reshape(3883,1)

normalized\_movie\_matrics = movie\_matrics/norm\_movie\_matrics

#获取所选电影特征向量

probs\_embeddings = (movie\_matrics[movieid2idx[movie\_id\_val]]).reshape([1, 200])

probs\_embeddings = probs\_embeddings/np.sqrt(np.sum(np.square(probs\_embeddings)))

#计算相似度

probs\_similarity = np.matmul(probs\_embeddings, np.transpose(normalized\_movie\_matrics))

#print("根据您看的电影类型给您的推荐：")

p = np.squeeze(probs\_similarity)

#获取topk个电影

p[np.argsort(p)[:-top\_k]] = 0

p = p / np.sum(p)

results = set()

#在topk个电影汇总选取5个

while len(results) != 5:

c = np.random.choice(3883, 1, p=p)[0]

results.add(c)

final\_results = [movies\_orig[val] for val in results]

#返回电影列表

return final\_results

#recommend\_other\_favorite\_movie函数，返回看过同一个电影的人喜欢的电影

def recommend\_other\_favorite\_movie(PROJECT\_ROOT,movie\_id\_val, top\_k=20):

#读取数据

title\_count, title\_set, genres2int, features, targets\_values, ratings, users, movies, data, movies\_orig, users\_orig = pickle.load(open(os.path.join(PROJECT\_ROOT,'preprocess.p'), mode='rb'))

#电影ID转下标的字典，数据集中电影ID跟下标不一致，例如，第5行的数据电影ID不一定是5

movieid2idx = {val[0]:i for i, val in enumerate(movies.values)}

#读取电影特征与用户特征矩阵

movie\_matrics = pickle.load(open(os.path.join(PROJECT\_ROOT,'movie\_matrics.p'), mode='rb'))

users\_matrics = pickle.load(open(os.path.join(PROJECT\_ROOT,'users\_matrics.p'), mode='rb'))

#推荐看过同一个的电影的人喜欢的电影

print("您看的电影是：{}".format(movies\_orig[movieid2idx[movie\_id\_val]]))

#根据电影寻找相似的人

probs\_movie\_embeddings = (movie\_matrics[movieid2idx[movie\_id\_val]]).reshape([1, 200])

probs\_movie\_embeddings = probs\_movie\_embeddings/np.sqrt(np.sum(np.square(probs\_movie\_embeddings)))

norm\_users\_matrics = np.sqrt(np.sum(np.square(users\_matrics),axis=1)).reshape(6040,1)

normalized\_users\_matrics = users\_matrics/norm\_users\_matrics

#计算相似度

probs\_user\_favorite\_similarity = np.matmul(probs\_movie\_embeddings, np.transpose(normalized\_users\_matrics))

favorite\_user\_id = np.argsort(probs\_user\_favorite\_similarity)[0][-top\_k:]

print("喜欢看这个电影的人是：{}".format(users\_orig[favorite\_user\_id-1]))

#他们喜欢什么样的电影

probs\_users\_embeddings = (users\_matrics[favorite\_user\_id-1]).reshape([-1, 200])

probs\_users\_embeddings = probs\_users\_embeddings/np.sqrt(np.sum(np.square(probs\_users\_embeddings)))

norm\_movie\_matrics = np.sqrt(np.sum(np.square(movie\_matrics),axis=1)).reshape(3883,1)

normalized\_movie\_matrics = movie\_matrics/norm\_movie\_matrics

#计算相似度

probs\_similarity = np.matmul(probs\_users\_embeddings, np.transpose(normalized\_movie\_matrics))

p = np.argmax(probs\_similarity, 1)

#print("喜欢看这个电影的人还喜欢看：")

results = set()

#随机选取5个

while len(results) != 5:

c = p[random.randrange(top\_k)]

results.add(c)

final\_results = [movies\_orig[val] for val in results]

return final\_results

3.项目设置文件

相关代码如下：

#用于路径

import os

#默认设置

BASE\_DIR = os.path.dirname(os.path.dirname(os.path.abspath(\_\_file\_\_)))

SECRET\_KEY = '' #项目的秘钥，这里不显示

DEBUG = False

#允许接入的用户，通常填写域名，例如：

#ALLOWED\_HOSTS = ['www.baidu.com']

ALLOWED\_HOSTS = ['’] # 这里不显示

#Application definition

INSTALLED\_APPS = [

#添加应用connTest

'connTest',

'django.contrib.admin',

'django.contrib.auth',

'django.contrib.contenttypes',

'django.contrib.sessions',

'django.contrib.messages',

'django.contrib.staticfiles',

]

MIDDLEWARE = [

'django.middleware.security.SecurityMiddleware',

'django.contrib.sessions.middleware.SessionMiddleware',

'django.middleware.common.CommonMiddleware',

#如果报错，直接注释掉即可

#'django.middleware.csrf.CsrfViewMiddleware',

'django.contrib.auth.middleware.AuthenticationMiddleware',

'django.contrib.messages.middleware.MessageMiddleware',

'django.middleware.clickjacking.XFrameOptionsMiddleware',

]

ROOT\_URLCONF = 'mysite.urls'

PROJECT\_ROOT = os.path.abspath(os.path.dirname(\_\_file\_\_))

TEMPLATES = [

{

'BACKEND': 'django.template.backends.django.DjangoTemplates',

'DIRS': [os.path.join(BASE\_DIR, 'templates')],

'APP\_DIRS': True,

'OPTIONS': {

'context\_processors': [

'django.template.context\_processors.debug',

'django.template.context\_processors.request',

'django.contrib.auth.context\_processors.auth',

'django.contrib.messages.context\_processors.messages',

],

},

},

]

WSGI\_APPLICATION = 'mysite.wsgi.application'

#数据库

#参考https://docs.djangoproject.com/en/2.2/ref/settings/#databases

#数据库在这更换，此处未用到数据库，所以不需更换

DATABASES = {

'default': {

'ENGINE': 'django.db.backends.sqlite3',

'NAME': os.path.join(BASE\_DIR, 'db.sqlite3'),

}

}

#密码验证

AUTH\_PASSWORD\_VALIDATORS = [

{

'NAME': 'django.contrib.auth.password\_validation.UserAttributeSimilarityValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.MinimumLengthValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.CommonPasswordValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.NumericPasswordValidator',

},

]

#语言

LANGUAGE\_CODE = 'en-us'

#时区

TIME\_ZONE = 'UTC'

USE\_I18N = True

USE\_L10N = True

USE\_TZ = True

STATIC\_URL = '/static/'

4.3.3 前端微信小程序

1.小程序全局配置文件

app.js相关代码如下：

//app.js

App({

onLaunch: function () {

console.log("app launch")

//展示本地存储能力

var logs = wx.getStorageSync('logs') || []

logs.unshift(Date.now())

wx.setStorageSync('logs', logs)

//登录

wx.login({

success: res => {

}

});

//获取用户信息

wx.getSetting({

success: res => {

if (res.authSetting['scope.userInfo']) {

//已经授权，可以直接调用 getUserInfo 获取头像昵称，不会弹框

wx.getUserInfo({

success: res => {

//可以将res发送给后台解码出unionId

this.globalData.userInfo = res.userInfo

//由于 getUserInfo 是网络请求，可能会在 Page.onLoad 之后才返回

//此处加入callback 以防止类似情况

if (this.userInfoReadyCallback) {

this.userInfoReadyCallback(res)

}

}

})

}

}

})

},

globalData: {

userInfo: null,

}

})

文件app.json为json格式，不能添加注释。相关代码如下：

{

"pages": [

"pages/movies/movies",

"pages/index/index",

"pages/logs/logs"

],

"window": {

"backgroundTextStyle": "light",

"navigationBarBackgroundColor": "#fff",

"navigationBarTitleText": "Movies",

"navigationBarTextStyle": "black"

},

"tabBar": {

"list": [

{

"pagePath": "pages/movies/movies",

"text": "Movies",

"iconPath": "/icon/movie.png",

"selectedIconPath": "/icon/movie\_selected.png"

},

{

"pagePath": "pages/index/index",

"text": "Mine",

"iconPath": "/icon/user.png",

"selectedIconPath": "/icon/user\_selected.png"

}

]

},

"style": "v2",

"sitemapLocation": "sitemap.json"

}

文件app.wxss中描述了小程序的样式表，用于配置全局页面元素样式，app.wxss相关代码如下：

/\*\*app.wxss\*\*/

@import './weui-miniprogram/weui-wxss/dist/style/weui.wxss';

/\*定义了container的样式\*/

.container {

height: 100%;

display: flex;

flex-direction: column;

align-items: center;

justify-content: space-between;

padding: 200rpx 0;

box-sizing: border-box;

}

2.推荐电影页面

相关代码如下：

//pages/movies/movies.js

Page({

/\*页面的初始数据\*/

data: {

//电影相关信息

movies: null,

//推荐方式

recommend\_mode: null,

//推荐方式选择信息

recommend\_mode\_list: [{

name: "同类型电影", value: 0, checked: "false"

},

{

name: "看过这个的还喜欢看", value: 1, checked: "true"

}]

},

//页面单选按钮逻辑功能函数，选择推荐方式时触发

radioChange: function (e) {

//用单选按钮的值给推荐方式变量赋值

this.setData({ recommend\_mode: e.detail.value })

console.log(this.data.recommend\_mode)

},

//推荐同类型电影

post\_st\_movies: function (event) {

var that = this;

//向后端服务器发出请求

wx.request({

//这里url填写用户服务器的域名，不显示

url: '',

//发送数据为电影的ID

data: {

movie\_id: event.currentTarget.dataset.movie\_id,

},

//POST方法

method: 'post',

header: {

'content-type': 'application/x-www-form-urlencoded' //默认值

},

//成功后执行

success(res) {

//更新电影信息

that.setData({ movies: res.data })

console.log(that.data.movies[0].movie\_id);

}

})

},

//推荐看过这个电影的人喜欢的电影

post\_of\_movies: function (event) {

var that = this;

//向后端服务器发出请求

wx.request({

//这里url填写用户服务器的域名，不显示

url: '',

//发送数据为电影的ID

data: {

movie\_id: event.currentTarget.dataset.movie\_id,

},

//POST方法

method: 'post',

header: {

'content-type': 'application/x-www-form-urlencoded' //默认值

},

//成功后执行

success(res) {

//更新电影信息

that.setData({ movies: res.data })

console.log(that.data.movies[0].movie\_id);

}

})

},

//电影推荐按钮的逻辑功能

recommend\_movies: function (event) {

//如果是0模式

if (this.data.recommend\_mode == 0) {

this.post\_st\_movies(event);

}

//如果是1模式

else if (this.data.recommend\_mode == 1) {

this.post\_of\_movies(event);

}

},

//随机获取电影函数逻辑功能

get\_rand\_movies: function () {

var that = this;

//向后端服务器发出请求

wx.request({

//url填写用户服务器的域名，不显示

url: '',

data: {

},

//GET方法

method: 'get',

header: {

'content-type': 'application/x-www-form-urlencoded' //默认值

},

//成功后执行

success(res) {

//更新电影信息

that.setData({ movies: res.data })

console.log(that.data.movies[0].movie\_id);

}

})

},

/\*生命周期函数--监听页面加载\*/

onLoad: function (options) {

this.get\_rand\_movies();

},

/\*生命周期函数--监听页面初次渲染完成\*/

onReady: function () {

},

/\* 生命周期函数--监听页面显示\*/

onShow: function () {

},

/\*生命周期函数--监听页面隐藏\*/

onHide: function () {

},

/\*生命周期函数--监听页面卸载\*/

onUnload: function () {

},

/\*页面相关事件处理函数--监听用户下拉动作\*/

onPullDownRefresh: function () {

},

/\*页面上拉触底事件的处理函数\*/

onReachBottom: function () {

},

/\*用户单击右上角分享\*/

onShareAppMessage: function () {

}

})

//文件movies.json代码为空，movies.wxml相关代码如下：

<!--pages/movies/movies.wxml-->

<!--页面容器-->

<view class="container">

<!--页面-->

<view class="page-body">

<!--推荐方式选择容器-->

<view class="mode-choose-container">

<text>请选择推荐方式：</text>

<radio-group class="mode-choose" bindchange="radioChange">

<radio class="radio" wx:for-items="{{recommend\_mode\_list}}" value="{{item.value}}" >

<text>{{item.name}}</text>

</radio>

</radio-group>

</view>

<!--电影信息容器-->

<view class="movie-container" wx:for="{{[0,1,2,3,4]}}" hover-class='hover\_list' data-movie\_id="{{movies[index].movie\_id}}" bindtap="recommend\_movies">

<text>Top {{index+1}}</text>

<!--电影名称-->

<view class="movie-name-container">

<text class="movie-name">

{{movies[index].movie\_name}}

</text>

</view>

<!--电影流派-->

<view class="movie-genres-container">

<text class="movie-genres">

{{movies[index].movie\_genres}}

</text>

</view>

</view>

</view>

</view>

//movies.wxss相关代码

/\* pages/movies/movies.wxss \*/

.container {

/\*透明度: 0.1\*/

align-items: center;

background: #f5f5f5;

}

.page-body {

/\*透明度:0.2\*/

align-items: center;

background: #fefefe;

border-style: solid;

border-color: #b2b2b2;

border-width: thin medium medium thin;

border-radius: 50rpx;

width: 660rpx;

}

.mode-choose-container {

align-items: center;

padding:20rpx;

}

.movie-container {

align-items: center;

border-style: solid;

border-color: #b2b2b2;

border-width: thin medium medium thin;

border-radius: 50rpx;

margin: 20rpx 15rpx 20rpx 15rpx;

padding:20rpx;

text-align: center;

}

.hover\_list {

opacity: 0.9;

background: #f7f7f7;

}

3.个人信息界面以及用户登录记录页面

index.js相关代码如下：

//获取应用实例

const app = getApp()

Page({

data: {

motto: 'Hope you find your peace.',

userInfo: {},

hasUserInfo: false,

canIUse: wx.canIUse('button.open-type.getUserInfo')

},

//事件处理函数

bindViewTap: function() {

wx.navigateTo({

url: '../logs/logs'

})

},

onLoad: function () {

if (app.globalData.userInfo) {

this.setData({

userInfo: app.globalData.userInfo,

hasUserInfo: true

})

} else if (this.data.canIUse){

//由于getUserInfo是网络请求，可能会在Page.onLoad后才返回

//此处加入callback 防止这种情况发生

app.userInfoReadyCallback = res => {

this.setData({

userInfo: res.userInfo,

hasUserInfo: true

})

}

} else {

//在没有 open-type=getUserInfo版本的兼容处理

wx.getUserInfo({

success: res => {

app.globalData.userInfo = res.userInfo

this.setData({

userInfo: res.userInfo,

hasUserInfo: true

})

}

})

}

},

getUserInfo: function(e) {

console.log(e)

app.globalData.userInfo = e.detail.userInfo

this.setData({

userInfo: e.detail.userInfo,

hasUserInfo: true

})

}

})

//index.html相关代码

<!--index.wxml-->

<view class="container">

<view class="userinfo">

<button wx:if="{{!hasUserInfo && canIUse}}" open-type="getUserInfo" bindgetuserinfo="getUserInfo"> 获取头像昵称 </button>

<block wx:else>

<image bindtap="bindViewTap" class="userinfo-avatar" src="{{userInfo.avatarUrl}}" mode="cover"></image>

<text class="userinfo-nickname">{{userInfo.nickName}}</text>

</block>

</view>

<view class="usermotto">

<text class="user-motto">{{motto}}</text>

</view>

</view>

//文件index.json为空，index.wxss相关代码

/\*\*index.wxss\*\*/

.userinfo {

display: flex;

flex-direction: column;

align-items: center;

}

.userinfo-avatar {

width: 128rpx;

height: 128rpx;

margin: 20rpx;

border-radius: 50%;

}

.userinfo-nickname {

color: #aaa;

}

.usermotto {

margin-top: 200px;

}

logs.js相关代码如下：

//logs.js

const util = require('../../utils/util.js')

Page({

data: {

logs: []

},

onLoad: function () {

this.setData({

logs: (wx.getStorageSync('logs') || []).map(log => {

return util.formatTime(new Date(log))

})

})

}

})

//logs.html相关代码

<!--logs.wxml-->

<view class="container log-list">

<block wx:for="{{logs}}" wx:for-item="log">

<text class="log-item">{{index + 1}}. {{log}}</text>

</block>

</view>

//logs.wxss代码如下：

.log-list {

display: flex;

flex-direction: column;

padding: 40rpx;

}

.log-item {

margin: 10rpx;

}

//文件logs.json代码

{

"navigationBarTitleText": "查看启动日志",

"usingComponents": {}

}

项目5 基于排队时间预测的智能导航推荐系统

5.3 模块实现

5.3.1 数据预处理

1.加载数据集

相关代码如下：

import pandas as pd

#乘车刷卡交易数据表

train\_data = pd.read\_csv('C:/Users/99509/Desktop/信息系统设计/data/gd\_train\_data.txt',header=None,names=['use\_city','line\_name','terminal\_id','card\_id','create\_city','deal\_time','card\_type'])

#公交线路信息表

line\_desc = pd.read\_csv('C:/Users/99509/Desktop/信息系统设计/data/gd\_line\_desc.txt',header=None,names=['line\_name','stop\_cnt','line\_type'])

#广州市天气状况信息表

weather\_report = pd.read\_csv('C:/Users/99509/Desktop/信息系统设计/data/gd\_weather\_report.txt',header=None,names=['data','weather','temperature','wind\_direction\_force'])

#虽然公交线路数据表中有21条线路，但是数据集只包含2条线路的详细数据

print(train\_data)

2.时间划分与保存

相关代码如下：

for i in ['线路6', '线路11']:

train\_data\_lineX = train\_data[train\_data['line\_name'] == i]

#取原始乘车表中对应线路符合的数据

#把交易数据的日期和小时分成两个字段

train\_data\_lineX['date'] = train\_data\_lineX['deal\_time'].apply(lambda x: str(x).split(' ')[0]) #日期

train\_data\_lineX['time'] = train\_data\_lineX['deal\_time'].apply(lambda x: int(str(x).split(' ')[1].split(':')[0])) #小时

train\_data\_lineX\_date\_time = train\_data\_lineX.drop('deal\_time', axis=1, inplace=False) #删除原始交易时间元素

#取交易时间在6~21点之间的数据

train\_data\_lineX\_date\_time\_06 = train\_data\_lineX\_date\_time[6 <= train\_data\_lineX\_date\_time['time']]

train\_data\_lineX\_date\_time\_06\_21 = train\_data\_lineX\_date\_time\_06[train\_data\_lineX\_date\_time\_06['time'] <= 21]

#数据按小时划分并累计单位小时内客流量

lineX\_passenger\_hour = DataFrame(train\_data\_lineX\_date\_time\_06\_21.groupby(['date', 'time']).count()['card\_id']).reset\_index()

#保存最终所需数据

if i == '线路6':

lineX\_passenger\_hour.to\_csv('C:/Users/99509/Desktop/信息系统设计/data/line6\_passenger\_hour.csv', header=1, index=0, encoding='utf-8')

if i == '线路11':

lineX\_passenger\_hour.to\_csv('C:/Users/99509/Desktop/信息系统设计/data/line11\_passenger\_hour.csv', header=1, index=0, encoding='utf-8')

3.处理天气预报数据

相关代码如下：

#日期标准化 eg：'10/10'转换为'10'，'10' '1/1'转换为'01','01'

def changeDate(date):

dateList = date.split('/')

if int(dateList[1]) < 10:

month = '0' + dateList[1]

else:

month = dateList[1]

if int(dateList[2]) < 10:

day = '0' + dateList[2]

else:

day = dateList[2]

return dateList[0] + month + day

#转换天气预报数组中的日期格式

weather\_report['datestr'] = weather\_report['date'].apply(lambda x: changeDate(x))

#将相应字段分开

weather\_report['weather\_d'] = weather\_report['weather'].apply(lambda x: x.split('/')[0]) #白天

weather\_report['weather\_n'] = weather\_report['weather'].apply(lambda x: x.split('/')[1]) #晚上

weather\_report['temperature\_h'] = weather\_report['temperature'].apply(lambda x: int(re.sub(r'\D', '', x.split('/')[0]))) #最高温

weather\_report['temperature\_l'] = weather\_report['temperature'].apply(lambda x: int(re.sub(r'\D', '', x.split('/')[1]))) #最低温

weather\_report['wind\_direction\_force\_d'] = weather\_report['wind\_direction\_force'].apply(lambda x: x.split('/')[0])

#白天风向、风力

weather\_report['wind\_direction\_force\_n'] = weather\_report['wind\_direction\_force'].apply(lambda x: x.split('/')[1])

#晚上风向、风力

weather\_report['temperature\_average'] = (weather\_report['temperature\_h'] + weather\_report['temperature\_l']) / 2.0 #平均温度

weather\_report['temperature\_abs'] = abs(weather\_report['temperature\_h'] - weather\_report['temperature\_l']) #温差

#降低风向影响，着重考虑风力影响，按照以下将风力、风向数字化

print(pd.concat([weather\_report['wind\_direction\_force\_d'], weather\_report['wind\_direction\_force\_n']],ignore\_index=True).drop\_duplicates()) #数组合并去冗余、得到所有的风力、风向种类

windmap = {'无持续风向≤3级': 0, '无持续风向微风转3-4级': 1, '北风微风转3-4级': 1, '东北风3-4级': 2, '北风3-4级': 2, '东南风3-4级': 2, '东风4-5级': 3,'北风4-5级': 3} #划分

weather\_report['wind\_direction\_force\_d\_map'] = weather\_report['wind\_direction\_force\_d'].map(windmap) #将原始数据替换为标准化数据

weather\_report['wind\_direction\_force\_n\_map'] = weather\_report['wind\_direction\_force\_n'].map(windmap) #将原始数据替换为标准化数据

weather\_report['wind\_average'] = (weather\_report['wind\_direction\_force\_d\_map'] + weather\_report['wind\_direction\_force\_n\_map']) / 2.0 #做风力、风向平均值

weather\_report['wind\_abs'] = abs(weather\_report['wind\_direction\_force\_d\_map'] - weather\_report['wind\_direction\_force\_n\_map']) #做风力、风向差

#将天气按照以下形式数字化

print(pd.concat([weather\_report['weather\_d'], weather\_report['weather\_n']], ignore\_index=True).drop\_duplicates())

#数据组合并去冗余，得到所有天气种类

weathermap = {'晴': 0, '多云': 1, '阴': 2, '小雨': 3, '小到中雨': 4, '中雨': 5, '中到大雨': 6, '大雨': 7, '大到暴雨': 8, '霾': 9, '阵雨': 10,'雷阵雨': 11}

#划分

weather\_report['weather\_d\_map'] = weather\_report['weather\_d'].map(weathermap) #将原始数据替换为标准化数据

weather\_report['weather\_n\_map'] = weather\_report['weather\_n'].map(weathermap) #将原始数据替换为标准化数据

weather\_report['weather\_average'] = (weather\_report['weather\_d\_map'] + weather\_report['weather\_n\_map']) / 2.0 #做天气平均值

weather\_report['weather\_abs'] = abs(weather\_report['weather\_d\_map'] - weather\_report['weather\_n\_map']) #做天气差

#去除多余项，留下标准化日期、风力风向、风力风向均值、风力风向差、天气、天气均值、天气差

weather\_report\_result = weather\_report.drop(['date', 'weather', 'temperature', 'wind\_direction\_force', 'weather\_d', 'weather\_n', 'wind\_direction\_force\_d','wind\_direction\_force\_n'], axis=1, inplace=False)

#输出

weather\_report\_result = weather\_report\_result.reset\_index(drop=True)

#重置索引

print(weather\_report\_result)

for i in range(len(weather\_report\_result)):

weather\_report\_result.loc[i, 'datestr'] = pd.to\_datetime(weather\_report\_result.loc[i, 'datestr'],format='%Y%m%d').strftime('%Y-%m-%d') #将时间格式化为year-month-day

weather\_report\_result.to\_csv('C:/Users/99509/Desktop/信息系统设计/data/weather\_report\_result.csv', header=0, index=0, encoding='utf-8')

4.增加特征

相关代码如下：

weather\_report\_data = pd.read\_csv('C:/Users/99509/Desktop/信息系统设计/data/weather\_report\_result.csv', header=None,names=['date', 'temperature\_h', 'temperature\_l', 'temperature\_average', 'temperature\_abs', 'wind\_d\_map', 'wind\_n\_map', 'wind\_average', 'wind\_abs', 'weather\_d\_map', 'weather\_n\_map', 'weather\_average', 'weather\_abs'])

holiday = pd.read\_csv('C:/Users/99509/Desktop/信息系统设计/data/date\_holiday.txt', header=None, names=['date', 'isholiday'])

#日期，是否是假期

testdate = pd.date\_range('2014-12-25', '2014-12-31') #测试集日期范围：2014.12.25-2014.12.31

#获得测试机完整日期时间范围

datetimelist = []

for idate in testdate:

datetime = pd.date\_range(str(idate) + ' 6:00', str(idate) + ' 21:00', freq='H') #测试集时间范围：6：00~21：00

datetimelist.append(DataFrame(datetime))

datetimeDf = pd.concat(datetimelist, ignore\_index=True) #忽略索引连接数组

datetimeDf.columns = ['datetime'] #修改列名为datetime

datetimeDf['date'] = datetimeDf['datetime'].apply(lambda x: str(x).split(' ')[0]) #分离出日期

datetimeDf['time'] = datetimeDf['datetime'].apply(lambda x: int(str(x).split(' ')[1].split(':')[0])) #分离出时间

datetimeDf\_date\_time = datetimeDf.drop('datetime', axis=1, inplace=False) #保存测试所有时间段：7天\*15小时

#判断是否为节假日，数据预处理

for i in ['6', '11']:

lineX\_passenger\_hour\_path = "C:/Users/99509/Desktop/信息系统设计/data/line%s\_passenger\_hour.csv" % i

#得到线路6/11的训练集中每小时客流量的路径（因为%s在字符串中，所以%i表示用i替换s）

lineX\_passenger\_hour = pd.read\_csv(lineX\_passenger\_hour\_path)

#得到线路6或11训练集中每小时的客流量

train\_passenger\_test = pd.concat([lineX\_passenger\_hour, datetimeDf\_date\_time], ignore\_index=True)

#连接测试集和训练集中线路6或11的每小时客流量

#取线路6或11的交集（得到完整数据：日期、最高温、最低温、平均温度、温差、标准化白天风力风向、标准化夜晚风力风向、平均风力风向、风力风向差、标准化白天天气、标准化夜晚天气、平均天气、天气差、客流量）

test\_data\_weather = pd.merge(train\_passenger\_test, weather\_report\_data, on='date', how='left')

test\_data\_weather\_holiday = pd.merge(test\_data\_weather, holiday, on='date', how='left') #测试集中节假日的数据

test\_data\_weather\_holiday['dayofweek'] = test\_data\_weather\_holiday['date'].apply(lambda x: pd.to\_datetime(x).dayofweek) #添加是否为周末元素至测试集

5.合并特征值

相关代码如下：

weather\_report\_data = pd.read\_csv('C:/Users/99509/Desktop/信息系统设计/data/weather\_report\_result.csv', header=None,names=['date', 'temperature\_h','temperature\_l','temperature\_average','temperature\_abs', 'wind\_d\_map','wind\_n\_map','wind\_average','wind\_abs','weather\_d\_map','weather\_n\_map','weather\_average','weather\_abs']) #读取数据8.1~1.31

line6\_weather = weather\_report\_data[:146] #读取数据8.1~12.24 (天)

line6\_dateinfo = pd.read\_csv('C:/Users/99509/Desktop/信息系统设计/data/line6\_train\_data\_no\_dum\_scale.csv',header=None,names=['card\_id','date','time','temperature\_h','temperature\_l','temperature\_average','temperature\_abs', 'wind\_d\_map','wind\_n\_map','wind\_average','wind\_abs','weather\_d\_map','weather\_n\_map','weather\_average','weather\_abs', 'isholiday','dayofweek' ])

#读取数据8.1~12.24 (小时)

#print(line6\_dateinfo)调试代码

line6\_weather\_date = pd.DataFrame()

line6\_weather\_date['card\_id']=line6\_dateinfo['card\_id'].drop(0)

line6\_weather\_date['time']=line6\_dateinfo['time']

line6\_weather\_date['date']=line6\_dateinfo['date']

line6\_weather\_date['isholiday']=line6\_dateinfo['isholiday']

line6\_weather\_date['dayofweek']=line6\_dateinfo['dayofweek']

line6\_weather\_date\_f=pd.merge(line6\_weather,line6\_weather\_date)

line6\_weather\_date\_final=line6\_weather\_date\_f.drop(['date', 'temperature\_h','temperature\_l','temperature\_abs','wind\_d\_map','wind\_n\_map','wind\_abs','weather\_d\_map','weather\_n\_map','weather\_abs'], axis=1,inplace=False)

line6\_weather\_date\_final.to\_csv('C:/Users/99509/Desktop/信息系统设计/修改/line6\_weather\_date\_final.csv',header=1, index=0, encoding='utf-8')

5.3.2 客流预测

1.创建并保存模型

使用程序gbdtmodel.py建立GBDT模型。

#建立GBDT模型

gbdt=ensemble.GradientBoostingRegressor(learning\_rate=0.5, n\_estimators=80, max\_depth=3) #用GridSearchCV进行调参后确定的参数

#print(cross\_val\_score(gbdt, features, lables, scoring=score, cv=cv))

gbdt.fit(features, lables)

gbdt\_model\_path = "D:/~STUDY~/Grade3/信息系统设计/final\_files/data/模型/gbdt\_6.model"

joblib.dump(gbdt, gbdt\_model\_path)

2.损失函数

#损失函数：偏差=|真实值-预测值|/真实值

def error(true\_labels, predict\_labels):

deviation = abs(true\_labels - predict\_labels) / true\_labels

return deviation.mean()

3.测试集测试

#将12.25~12.31的数据当作测试集测试

line6\_passenger\_hour\_test\_path = "D:/~STUDY~/Grade3/信息系统设计/final\_files/data/过程数据/line6\_passenger\_hour\_test.csv"

line\_passenger\_hour\_test = pd.read\_csv(line6\_passenger\_hour\_test\_path)

test\_labels = line\_passenger\_hour\_test['card\_id'] #得到测试集标签

gbdt\_6\_model\_path = "D:/~STUDY~/Grade3/信息系统设计/final\_files/data/模型/gbdt\_6.model"

gbdt\_model = joblib.load(gbdt\_6\_model\_path) #载入模型

test\_data\_path = "D:/~STUDY~/Grade3/信息系统设计/final\_files/data/过程数据/test\_line6\_weather\_date\_final.csv"

test\_data = pd.read\_csv(test\_data\_path)

features =test\_data #得到测试集特征

gbdt\_predict\_labels = gbdt\_model.predict(features) #预测

plt.plot(gbdt\_predict\_labels,label=u'predict\_value')

plt.plot(test\_labels,label=u'test\_value')

plt.xlabel("No.") #xlabel、ylabel：分别设置X、Y轴的标题文字

plt.ylabel("passenger crowding")

plt.legend(loc=0,ncol=2)

plt.show()

err = error(gbdt\_predict\_labels, test\_labels) #得出损失函数

print('错误率为:'+str(err\*100)+'%')

模型错误率如图5-11所示。

4.自定义特征并预测

#输入特征

test\_data1=pd.DataFrame({'temperature\_average':[20],

'wind\_average':[0],

'weather\_average':[6],

'time':[12],

'isholiday':[0],

'dayofweek':[1]})

features =test\_data1

gbdt\_predict\_labels = gbdt\_model.predict(features) #预测

print(gbdt\_predict\_labels)

5.3.3 百度地图API调用

1.申请密钥

2.地址编码服务

相关操作如下：

#调用地址编码服务获取经纬度 getjingwei.py

import requests

import json

url = 'http://api.map.baidu.com/geocoding/v3/'

params = { 'address' : '北京欢乐谷-极速飞车', #输入地点

'ak' : 'YdBcaxxxxxxxxxxxxxxxxxxxxxG', #百度密钥

'output': 'json' #输出结果设置为json格式

}

res = requests.get(url,params)

jd = json.loads(res.text) #将json格式转化为Python字典

print(jd)

coords = jd['result']['location']

print(coords)

3.轻量级路线规划服务

相关操作如下：

(2)获取任意两点之间的步行时间，写入文档。

#调用轻量级路线规划服务获取步行时间getdistance.py

import pandas

import csv

import json

from urllib.request import urlopen

#原数据文件格式：序号+起点纬度+起点经度+终点纬度+终点经度

origin\_path = 'D:/~STUDY~/Grade3/信息系统设计/final\_files/data/过程数据/起点终点坐标.xlsx' #原始坐标文件路径

result\_path = r'D:/~STUDY~/Grade3/信息系统设计/final\_files/data/过程数据/walk\_result\_raw.csv' #爬取数据文件保存路径

#声明坐标格式,bd09ll(百度经纬度坐标);bd09mc(百度摩卡托坐标);gcj02(国测局加密坐标),wgs84(gps设备获取的坐标)

cod = r"&coord\_type=bd09ll"

#AK为从百度地图网站申请的秘钥

AK = ['YdBcxxxxxxxxxxxxxxxxxxxG',]

dfBase = pandas.read\_excel(origin\_path, names=['序号','起点纬度','起点经度','终点纬度','终点经度'])

dfBase.head()

dataList = [] #储存获取的路线数据

akn = 0 #使用第几个ak

for i in range(len(dfBase)):

print(i)

ak = AK[akn]

out\_lat = dfBase.at[i,'起点纬度']

out\_lng = dfBase.at[i,'起点经度']

des\_lat = dfBase.at[i,'终点纬度']

des\_lng = dfBase.at[i,'终点经度']

#获取步行路径url\_walk=r"http://api.map.baidu.com/routematrix/v2/walking?output=json&origins={0},{1}&destinations={2},{3}&{4}&tactics=11&ak={4}".format(out\_lat,out\_lng,des\_lat,des\_lng,ak)

result\_walk = json.loads(urlopen(url\_walk).read()) #json转dict

status\_walk = result\_walk['status']

print('ak秘钥：{0} 获取步行路线状态码status：{1}'.format(ak, status\_walk))

if status\_walk == 0: #状态码为0：无异常

timesec\_walk = result\_walk['result'][0]['duration']['value']#耗时(秒)

elif status\_walk == 302 or status\_walk == 210 or status\_walk == 201:

#302:额度不足;210:IP验证未通过

timesec\_walk = 'AK错误'

akn += 1

ak = AK[akn]

else:

timesec\_walk = '请求错误'

dataList.append([ak,status\_walk,timesec\_walk])

dfAll = pandas.DataFrame(dataList, columns=['ak','status\_walk','timesec\_walk'])

dfAll.to\_csv(result\_path) #将生成的cvs保存到路径

walk\_time\_result.csv文件结果，如图5-17所示。

![](data:image/png;base64,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)

图5-17 walk\_time\_result.csv结果

5.3.4 GUI界面设计

1.手绘地图导入

相关代码如下：

#背景初始化部分

window = tkinter.Tk()

window.geometry('900x500')

window.title('智能导航系统——欢乐谷')

#显示图片

#通过PIL打开图片

img = Image.open('C:/Users/99509/Desktop/map.jpg')

img = img.resize((750,500),Image.ANTIALIAS) #Image.ANTIALIAS使图片不模糊

#通过PIL生成PhotoImage对象，即可正常加载

photo = ImageTk.PhotoImage(img)

imageLabel = Label(window, image=photo)

imageLabel.pack(side=LEFT)

2.下拉菜单设计

相关代码如下：

ss=Label(window,text="您当前位置为",justify=RIGHT)

ss.pack()

comvalue=tkinter.StringVar() #窗体自带的文本，新建一个值

comboxlist=ttk.Combobox(window,textvariable=comvalue) #初始化

comboxlist["values"]=("入口","玛雅天灾","雪域金翅","异域魔窟","奥德赛之旅","太阳神车","天地双雄","能量风暴")

all\_paths\_first=""

def xFunc(event):

global all\_paths\_first

#print(comboxlist.get())

#当前位置

if comboxlist.get()=="入口":

all\_paths\_first=0

elif comboxlist.get()=="玛雅天灾":

all\_paths\_first=1

elif comboxlist.get()=="雪域金翅":

all\_paths\_first=2

elif comboxlist.get()=="异域魔窟":

all\_paths\_first=3

elif comboxlist.get()=="奥德赛之旅":

all\_paths\_first=4

elif comboxlist.get()=="太阳神车":

all\_paths\_first=5

elif comboxlist.get()=="天地双雄":

all\_paths\_first=6

elif comboxlist.get()=="能量风暴":

all\_paths\_first=7

comboxlist.bind("<<ComboboxSelected>>",xFunc)

#绑定事件,(下拉列表框被选中时，绑定xFunc()函数)

comboxlist.pack()

3.复选框设计

#count判断是否需要调用百度地图API,奇数表示选中

count1=0

N = []

def myEvent1():

global count1

if count1%2==0:

count1+=1

else:

count1+=1

#项目选择部分

v1=IntVar()

c1=Checkbutton(window,text='入口',variable=v1,justify=RIGHT,command=myEvent1) #存放选中状态

c1.pack()

l1=Label(window,textvariable=v1,justify=RIGHT)

l1.pack() #未选中显示为0，选中显示为1

4.最短路径结果输出界面设计

相关代码如下：

total=[] #存放被选择的目的地

total\_n=[] #存放未被选择的地点

#选择地点完成后调出最短路径结果输出界面

def create():

window2 = tkinter.Toplevel() #新建子窗口windows2

window2.geometry('300x200')

window2.title('计算页面')

s0=Label(window2,text="您选择了：") #文字框s0

s0.pack()

#选择目的地

if count1%2==1: #如果被选中

N.append(0) #N列表中增加0

total.append("入口") #total列表中增加“入口”

else: #如果未被选中

N\_notchoose.append(0) #N\_notchoose列表中增加0

total\_n.append("入口") #total\_n列表中增加“入口”

if count2%2==1: #以下同理

N.append(1)

total.append("玛雅天灾")

else:

N\_notchoose.append(1)

total\_n.append("玛雅天灾")

if count3%2==1:

N.append(2)

total.append("雪域金翅")

else:

N\_notchoose.append(2)

total\_n.append("雪域金翅")

if count4%2==1:

N.append(3)

total.append("异域魔窟")

else:

N\_notchoose.append(3)

total\_n.append("异域魔窟")

if count5%2==1:

N.append(4)

total.append("奥德赛之旅")

else:

N\_notchoose.append(4)

total\_n.append("奥德赛之旅")

if count6%2==1:

N.append(5)

total.append("太阳神车")

else:

N\_notchoose.append(5)

total\_n.append("太阳神车")

if count7%2==1:

N.append(6)

total.append("天地双雄")

else:

N\_notchoose.append(6)

total\_n.append("天地双雄")

if count8%2==1:

N.append(7)

total.append("能量风暴")

else:

N\_notchoose.append(7)

total\_n.append("能量风暴")

s\_total=Label(window2,text=total) #输出用户选中的地点

s\_total.pack()

s9=Label(window2,text="最佳路线为：") #文字框s9

s9.pack()

get\_time(N) #调用get\_time进行运算

PLAN=[] #用于存放计划路径

#输出路径

for i in range(0,len(N)+1):

if PATH[i]==0:

PLAN.append("入口")

elif PATH[i]==1:

PLAN.append("玛雅天灾")

elif PATH[i]==2:

PLAN.append("雪域金翅")

elif PATH[i]==3:

PLAN.append("异域魔窟")

elif PATH[i]==4:

PLAN.append("奥德赛之旅")

elif PATH[i]==5:

PLAN.append("太阳神车")

elif PATH[i]==6:

PLAN.append("天地双雄")

else:

PLAN.append("能量风暴")

s10=Label(window2,text=PLAN) #输出计划的最短路径

s10.pack()

s11=Label(window2,text="\n大约耗时："+str(round(TIME[0],2))+"小时")

#输出对应总耗时

s11.pack()

b2=Button(window2,text='猜你喜欢',command=create\_guess)

#新建“猜你喜欢”按钮进入智能推荐模块

b2.pack()

b3=Button(window2,text='退出',command=window.destroy) #退出按钮

b3.pack()

5.智能推荐结果输出设计

相关代码如下：

#创建智能推荐的页面

def create\_guess():

window3 = tkinter.Toplevel() #新建子窗口windows3

window3.geometry('400x250')

window3.title('猜你喜欢')

s0=Label(window3,text="您选择了：") #文字框s0

s0.pack()

s\_total=Label(window3,text=total) #输出用户选中的地点

s\_total.pack()

s7=Label(window3,text="为您推荐：") #文字框s7

s7.pack()

try:

guess\_time(N) #调用guess\_time函数，计算推荐地点及推荐最短路径

except:

tkinter.messagebox.showwarning("提示", "选取地点有误！\n请退出重新选取")

#加入异常处理,跳出提示框

PLAN=[] #存放推荐最短路径

#输出路径

for i in range(0,len(N)+2):

if PATH\_guess[i]==0:

PLAN.append("入口")

elif PATH\_guess[i]==1:

PLAN.append("玛雅天灾")

elif PATH\_guess[i]==2:

PLAN.append("雪域金翅")

elif PATH\_guess[i]==3:

PLAN.append("异域魔窟")

elif PATH\_guess[i]==4:

PLAN.append("奥德赛之旅")

elif PATH\_guess[i]==5:

PLAN.append("太阳神车")

elif PATH\_guess[i]==6:

PLAN.append("天地双雄")

else:

PLAN.append("能量风暴")

s8=Label(window3,text=location[recommend]) #输出推荐的地点

s8.pack()

s9=Label(window3,text="加入推荐地点的最佳路线为：") #文本框s9

s9.pack()

s10=Label(window3,text=PLAN) #输出推荐的最短路径

s10.pack()

s11=Label(window3,text="\n大约耗时："+str(round(TIME\_guess[0],2))+"小时") #输出推荐的总耗时

s11.pack()

s12=Label(window3,text="预计比原路线多花费："+str(round((TIME\_guess[0]-TIME[0]),2))+"小时") #输出推荐一个地点后的总耗时与之前总耗时的差

s12.pack()

b3=Button(window3,text='返回',command=window3.destroy)

#“返回”按钮，返回上一界面

b3.pack()

b4=Button(window3,text='退出',command=window.destroy)

#“退出”按钮，退出程序

b4.pack()

5.3.5 路径规划

相关代码如下：

#获得最佳路径和出游时间

def get\_time(N):

global TIME

global PATH

gbdt\_6\_model\_path = "D:/~STUDY~/Grade3/信息系统设计/final\_files/data/模型/gbdt\_6.model"

gbdt\_model = joblib.load(gbdt\_6\_model\_path) #加载模型

#初始化客流模型顺序不可改变

features=pd.DataFrame({'temperature\_average':[2],

'wind\_average':[0],

'weather\_average':[6],

'time':[0],

'isholiday':[0],

'dayofweek':[1]})

#N = [0,1,2,3] #GUI界面单击选择

n=len(N)+1

print(all\_paths\_first)

all\_paths\_tuple=list(itertools.permutations(N,n-1))

#得到的全排列是元组tuple

all\_paths=[]

#tuple类型不能插入操作，所以转换成list

for i in range(0,math.factorial(n-1)):

all\_paths.append(list(all\_paths\_tuple[i]))

all\_paths[i].insert(0,all\_paths\_first)

path = list()

all\_time = float('inf') #无穷大

#第i条路线

for i in range(0,math.factorial(n-1)):

time = 0 #(h)

nowtime = 9 #可以获取当前时间，需要事件表示的转换(h)

print("第"+str(i+1)+"条路线为："+str(all\_paths[i]))

#第i条路线的第j个地点

for j in range(0,n-1):

time = time + (walk\_time[all\_paths[i][j]][all\_paths[i][j+1]]/3600)

#到达一个地点的时间

nowtime = nowtime+time

features['time'] = nowtime

gbdt\_predict\_labels = gbdt\_model.predict(features)/2000

#客流量/2000当作时间（h）

print("现在的时间是："+str(nowtime)+" 此时"+str(j)+"点的排队时间为："+str(gbdt\_predict\_labels)+"h")

time = time + gbdt\_predict\_labels + (PLAYTIME[j]/60)

print("耗时为："+str(time))

print("===================================================================")

if all\_time>time:

all\_time = time

path = all\_paths[i]

print("耗时最短的路径为："+str(path)+" 耗时为："+str(all\_time))

PATH = path

TIME = all\_time

5.3.6 智能推荐

相关代码如下：

#智能推荐“猜你喜欢”的运算

def guess\_time(N):

global TIME\_guess

global PATH\_guess

global recommend

path\_whole = list()

all\_time\_whole = float('inf') #无穷大

gbdt\_6\_model\_path = "D:/~STUDY~/Grade3/信息系统设计/final\_files/data/模型/gbdt\_6.model"

gbdt\_model = joblib.load(gbdt\_6\_model\_path) #加载模型

features=pd.DataFrame({'temperature\_average':[2],

'wind\_average':[0],

'weather\_average':[6],

'time':[0],

'isholiday':[0],

'dayofweek':[1]})

#N = [0,1,2,3] #GUI界面单击选择

print('起点是：'+str(all\_paths\_first))

for nn in range(0,len(N\_notchoose)):

#把未选择的地点分别加入到已选择的队列中进行计算

guess\_path = []

guess\_path = N[:]

guess\_path.append(N\_notchoose[nn]) #构建推荐的列表

print(guess\_path)

if(all\_paths\_first in guess\_path):

pass #如果未选择的地点是起点，则跳过

else:

all\_paths\_tuple=list(itertools.permutations(guess\_path,len(guess\_path)))

#得到的全排列是元组tuple

all\_paths=[]

#tuple类型不能插入操作，所以转换成list

#for i in range(0,math.factorial(n-1)):调试代码

for i in range(0,math.factorial(len(guess\_path))):

all\_paths.append(list(all\_paths\_tuple[i]))

all\_paths[i].insert(0,all\_paths\_first)

path = list()

all\_time = float('inf') #无穷大

#第i条路线

for i in range(0,math.factorial(len(guess\_path))):

time = 0 #(h)

nowtime = 9 #可以获取当前时间，需要事件表示的转换(h)

print("第"+str(i+1)+"条路线为："+str(all\_paths[i]))

#第i条路线的第j个地点

for j in range(0,len(guess\_path)):

time = time + (walk\_time[all\_paths[i][j]][all\_paths[i][j+1]]/3600)

#到达一个地点的时间

nowtime = nowtime+time

features['time'] = nowtime

gbdt\_predict\_labels = gbdt\_model.predict(features)/2000

#客流量/2000当作时间（h）

print("现在的时间是："+str(nowtime)+" 此时"+str(j)+"点的排队时间为："+str(gbdt\_predict\_labels)+"h")

time = time + gbdt\_predict\_labels + (PLAYTIME[j]/60)

print("耗时为："+str(time))

print("")

if all\_time>time:

all\_time = time

path = all\_paths[i]

if all\_time\_whole>all\_time:

all\_time\_whole = all\_time

path\_whole=path[:]

recommend = N\_notchoose[nn]

print("推荐第"+str(recommend)+"个景点")

print("推荐第"+str(recommend)+"个景点")

print("智能推荐耗时最短的路径为a："+str(path\_whole)+" 耗时为："+str(all\_time\_whole))

PATH\_guess = path\_whole

TIME\_guess = all\_time\_whole

在cmd窗口输出所有路径及该路径每到一节点的时间，如图5-22所示。

项目6 基于人工智能的面相推荐分析

6.3 模块实现

6.3.1 数据预处理

下载数据集analysis的相关代码如下：

from \_\_future\_\_ import with\_statement  
from google\_images\_download import google\_images\_download  
import json, os  
TRAIN\_DATA\_DIR\_PATH = "train\_imgs"  
 #下载analysis用于区域分类  
with open('data/analysis.json',encoding='utf-8') as f:  
 analysis = json.load(f)  
global\_args = {  
 "limit":75,  
 "output\_directory":TRAIN\_DATA\_DIR\_PATH,  
 "prefix":"",  
 "keywords":"",  
 "prefix\_keywords":"面相"  
}  
 #从google\_images\_download中下载使用数据  
for region in analysis["face\_regions"]:   
 region\_name = region["name"]  
 for feature in region["features"]:  
 download\_args = global\_args  
 download\_args["output\_directory"] = os.path.join(TRAIN\_DATA\_DIR\_PATH, region\_name)  
 download\_args["keywords"] = feature["name"]  
 response = google\_images\_download.googleimagesdownload()  
 response.download(download\_args)  
 default\_fking\_ugly\_dirname = os.path.join(TRAIN\_DATA\_DIR\_PATH, region\_name, download\_args["prefix\_keywords"] + " " + feature["name"])  
 os.rename(default\_fking\_ugly\_dirname,default\_fking\_ugly\_dirname.replace( download\_args["prefix\_keywords"] + " ", ""))

6.3.2 模型构建

1.定义模型结构

2.交叉验证模型优化

交叉验证代码如下：

scores = cross\_val\_score(svms[region\_name.encode()], X, y, cv=5)

6.3.3 模型训练及保存

#SVM分类  
import sys  
path = 'E:\Anaconda\envs\\tensorflow36\Lib\site-packages\libsvm\python'  
sys.path.append(path)  
from svmutil import \*  
from utils import \*  
from sklearn import svm  
from sklearn.externals import joblib  
from sklearn.model\_selection import train\_test\_split  
from sklearn.model\_selection import cross\_val\_score  
import numpy as np  
#设置数据模型存储路径  
SAVE\_PATH="data/trained\_svms.pkl"  
SAVE\_TRAIN\_DATA\_PATH = "data/train\_data.pkl"  
LIBSVM\_SVMS\_PATH = "data/%s.svm"  
LIBSVM\_LABELS\_PATH = "data/labels.txt"  
GET\_CROSS\_VAL = False #是否进行交叉验证  
IS\_BUILD\_LIBSVM\_MODEL = False #判断是否是LIBSVM模型  
#加载模型数据  
if os.path.isfile(SAVE\_TRAIN\_DATA\_PATH):  
 data = joblib.load(SAVE\_TRAIN\_DATA\_PATH)  
else:  
 data = loadData()  
 joblib.dump(data, SAVE\_TRAIN\_DATA\_PATH) #将模型保存至本地  
svms = {}  
if IS\_BUILD\_LIBSVM\_MODEL:  
 labels\_file = open(LIBSVM\_LABELS\_PATH, 'w')  
for region\_name, features in data.items(): #训练数据集  
 print("training svm for %s"% (region\_name))  
 #将数据分为训练集合和测试集  
 if not IS\_BUILD\_LIBSVM\_MODEL:  
 X = []   
 y = []  
 for feature\_name, feature\_shapes in features.items(): #脸部特征提取  
 for shape in feature\_shapes:  
 X.append(shape.flatten()) #记录向量特征  
 y.append(feature\_name) #记录向量名称  
 X = np.squeeze(np.array(X)) #改变向量维数  
 y = np.array(y,dtype='S128') #128位字符串  
 #分割数据  
 #X\_train, X\_test, y\_train, y\_test = train\_test\_split(X,y)  
 svms[region\_name.encode()] = svm.SVC(kernel="linear", probability=True) #设置支持向量机参数  
 if GET\_CROSS\_VAL:#交叉验证  
 scores = cross\_val\_score(svms[region\_name.encode()], X, y, cv=5)

#cv表示选择折数  
 print("Cross val score: ", scores)  
 print("Accuracy:%0.2f(+/- %0.2f)"%(scores.mean(),scores.std()\* 2))  
 #训练部署  
 svms[region\_name.encode()].fit(X, y)#用训练数据拟合分类器模型  
 else:#对于LIBSVM的模型处理  
 #为方便程序重复使用模型，运算效率更高，将模型保存为.svm格式

X = []   
 y = []  
 for i, (feature\_name, feature\_shapes) in enumerate(features.items()):

#遍历脸部特征，以下同上  
 for shape in feature\_shapes:  
 X.append(shape.flatten())  
 y.append(i)  
 X = np.squeeze(np.array(X))  
 y = np.array(y,dtype='uint8')#这里改为使用int8存储  
 #将LIBSVM模型写入文件  
 labels\_file.write("%s\n" % region\_name)  
 labels\_file.write(LIBSVM\_SVMS\_PATH % region\_name)  
 labels\_file.write(" ")  
 labels\_file.write(" ".join([k.decode() for k in features.keys()]))  
 labels\_file.write("\n")  
 #将数据训练并保存  
 prob = svm\_problem(y.tolist(), X.tolist()) #tolist使数据列表化  
 param = svm\_parameter("-h 0 -s 0 -t 1 -b 1")  
 m=svm\_train(prob, param)  
 svm\_save\_model(LIBSVM\_SVMS\_PATH % region\_name, m)  
if IS\_BUILD\_LIBSVM\_MODEL:  
 labels\_file.close()  
print("training svm... Done")   
joblib.dump(svms, SAVE\_PATH) #保存模型  
print("svm saved!")

模型被保存后，可以被重用，也可以移植到其他环境中使用。

6.3.4 模型应用

1.摄像头调用

相关代码如下：

def getImgFromCam():  
 vs = VideoStream(usePiCamera=False).start() #调用计算机摄像头  
 time.sleep(2.0)  
 while True:  
 frame = vs.read()  
 frame = imutils.resize(frame, width=400)  
 gray = cv2.cvtColor(frame, cv2.COLOR\_BGR2GRAY)  
 #在灰度框中检测人脸  
 rects = detector(gray, 0)  
 if rects is not None and len(rects) > 0: #当检测到有人脸存在时结束  
 return frame

2.模型导入及调用

将训练好的.svm文件放入data目录下，并声明模型存放路径。

SAVE\_PATH="data/trained\_svms.pkl"  
SAVE\_TRAIN\_DATA\_PATH = "data/train\_data.pkl"  
LIBSVM\_SVMS\_PATH = "data/%s.svm"  
LIBSVM\_LABELS\_PATH = "data/labels.txt"

#将LIBSVM模型写入文件

labels\_file.write("%s\n" % region\_name)  
labels\_file.write(LIBSVM\_SVMS\_PATH % region\_name)  
labels\_file.write(" ")  
labels\_file.write(" ".join([k.decode() for k in features.keys()]))  
labels\_file.write("\n")

3.前端代码

##### 1)UI设计

相关代码如下：

import sys  
from PyQt5 import QtWidgets  
from untitled import \*  
from PyQt5.QtWidgets import QFileDialog  
from try\_svm import \*  
from facereading import \*  
import dlib #人脸处理库Dlib  
import numpy as np #数据处理库Numpy  
import cv2 #图像处理库OpenCV  
import os #读写文件  
import shutil #读写文件  
from QCandyUi.CandyWindow import colorful  
global imgName  
imgname = 00000  
from utils import \*  
class MyPyQT\_Form(QtWidgets.QMainWindow,Ui\_MainWindow):  
 def \_\_init\_\_(self):  
 super(MyPyQT\_Form,self).\_\_init\_\_()  
 self.setupUi(self)  
 #实现pushButton\_click()函数，textEdit是文本框的ID  
 def slot1(self):  
 detector = dlib.get\_frontal\_face\_detector()  
 #OpenCV调用摄像头  
 cap = cv2.VideoCapture(0)  
 #人脸截图的计数器  
 cnt\_ss = 0  
 #存储人脸的文件夹  
 current\_face\_dir = ""  
 #保存人脸图像的路径  
 path\_photos\_from\_camera = "data/data\_faces\_from\_camera/"  
 #新建保存人脸图像文件和数据CSV文件夹  
 def pre\_work\_mkdir():  
 #新建文件夹  
 if os.path.isdir(path\_photos\_from\_camera):  
 pass  
 else:  
 os.mkdir(path\_photos\_from\_camera)  
 pre\_work\_mkdir()  
 #可选, 默认关闭  
 #删除之前存的人脸数据文件夹   
 def pre\_work\_del\_old\_face\_folders():  
 folders\_rd = os.listdir(path\_photos\_from\_camera)  
 for i in range(len(folders\_rd)):  
 shutil.rmtree(path\_photos\_from\_camera + folders\_rd[i])  
 if os.path.isfile("data/features\_all.csv"):  
 os.remove("data/features\_all.csv")  
 #每次程序录入时删掉之前存的人脸数据  
 #如果打开，每次进行人脸录入时都会删掉之前的人脸图像文件夹 person\_1/,person\_2/,person\_3/...  
 #如果启用此功能，将删除目录中所有旧数据person\_1/,person\_2/,/person\_3/...  
 #pre\_work\_del\_old\_face\_folders()  
 #Check people order: person\_cnt  
 #如果有之前录入的人脸  
 #在之前person\_x的序号按照person\_x+1开始录入  
 if os.listdir("data/data\_faces\_from\_camera/"):  
 #获取已录入的最后一个人脸序号  
 person\_list = os.listdir("data/data\_faces\_from\_camera/")  
 person\_num\_list = []  
 for person in person\_list:  
 person\_num\_list.append(int(person.split('\_')[-1]))  
 person\_cnt = max(person\_num\_list)  
 #如果第一次存储或者没有之前录入的人脸,按照person\_1开始录入  
 else:  
 person\_cnt = 0  
 #flag用来控制是否保存图像  
 save\_flag = 1  
 #flag用来检查是否先按n再按s  
 press\_n\_flag = 0  
 while cap.isOpened():  
 flag, img\_rd = cap.read()  
 #print(img\_rd.shape)调试代码  
 #默认Windows和Ubuntu为480\*640，macOS为1280\*720  
 kk = cv2.waitKey(1)  
 img\_gray = cv2.cvtColor(img\_rd, cv2.COLOR\_RGB2GRAY)  
 #人脸  
 faces = detector(img\_gray, 0)  
 #要写的字体  
 font = cv2.FONT\_ITALIC  
 #按下n新建存储人脸的文件夹  
 if kk == ord('n'):  
 person\_cnt += 1  
 current\_face\_dir = path\_photos\_from\_camera + "person\_" + str(person\_cnt)  
 os.makedirs(current\_face\_dir)  
 print('\n')  
 print("新建的人脸文件夹 / Create folders: ", current\_face\_dir)  
 cnt\_ss = 0 #将人脸计数器清零  
 press\_n\_flag = 1 #已经按下n  
 #检测到人脸  
 if len(faces) != 0:  
 #矩形框  
 for k, d in enumerate(faces):  
 #(x,y), (宽度width, 高度height)  
 pos\_start = tuple([d.left(), d.top()])  
 pos\_end = tuple([d.right(), d.bottom()])  
 #计算矩形框大小  
 height = (d.bottom() - d.top())  
 width = (d.right() - d.left())  
 hh = int(height / 2)  
 ww = int(width / 2)  
 #设置颜色  
 color\_rectangle = (255, 255, 255)  
 #判断人脸矩形框是否超出640\*480  
 if (d.right() + ww) > 640 or (d.bottom() + hh > 480) or (d.left() - ww < 0) or (d.top() - hh < 0):  
 cv2.putText(img\_rd, "OUT OF RANGE", (20, 300), font, 0.8, (0, 0, 255), 1, cv2.LINE\_AA)  
 color\_rectangle = (0, 0, 255)  
 save\_flag = 0  
 if kk == ord('s'):  
 print("请调整位置/Please adjust your position")  
 else:  
 color\_rectangle = (255, 255, 255)  
 save\_flag = 1  
 cv2.rectangle(img\_rd,  
 tuple([d.left() - ww, d.top() - hh]),  
 tuple([d.right() + ww, d.bottom() + hh]),  
 color\_rectangle, 2)  
 #根据人脸大小生成空的图像  
 im\_blank = np.zeros((int(height \* 2), width \* 2, 3), np.uint8)  
 if save\_flag:  
 #按下s保存摄像头中的人脸到本地  
 if kk == ord('s'):  
 #检查是否先按n新建文件夹  
 if press\_n\_flag:  
 cnt\_ss += 1  
 for ii in range(height \* 2):  
 for jj in range(width \* 2):  
 im\_blank[ii][jj] = img\_rd[d.top() - hh + ii][d.left() - ww + jj]  
 cv2.imwrite(current\_face\_dir + "/img\_face\_" + str(cnt\_ss) + ".jpg", im\_blank)  
 print("写入本地 / Save into：", str(current\_face\_dir) + "/img\_face\_" + str(cnt\_ss) + ".jpg")  
 else:  
 print("请在按 'S' 之前先按 'N' 来建文件夹 / Please press 'N' before 'S'")  
 #显示人脸数  
 cv2.putText(img\_rd, "Faces: " + str(len(faces)), (20, 100), font, 0.8, (0, 255, 0), 1, cv2.LINE\_AA)  
 #添加说明  
 cv2.putText(img\_rd, "Face Register", (20, 40), font, 1, (0, 0, 0), 1, cv2.LINE\_AA)  
 cv2.putText(img\_rd, "N: Create face folder", (20, 350), font, 0.8, (0, 0, 0), 1, cv2.LINE\_AA)  
 cv2.putText(img\_rd, "S: Save current face", (20, 400), font, 0.8, (0, 0, 0), 1, cv2.LINE\_AA)  
 cv2.putText(img\_rd, "Q: Quit", (20, 450), font, 0.8, (0, 0, 0), 1, cv2.LINE\_AA)  
 #按下q键退出  
 located = str('D:\\pylearn\\Face-Reading\\')+str(str(current\_face\_dir) + "\\img\_face\_" + str(cnt\_ss) + ".jpg")  
 load\_face = cv2.imread(located)  
 if kk == ord('q'):  
 print(located)  
 png = QtGui.QPixmap(located).scaled(self.label.width(), self.label.height()) #适应设计标签时的大小  
 self.label.setPixmap(png)  
 wenben = apply(load\_face)  
 while not wenben.empty():  
 temp = wenben.get()  
 #print(temp)调试代码  
 self.textEdit.append(temp)  
 break  
 #如果需要摄像头窗口大小可调  
 #cv2.namedWindow("camera", 0)调试代码  
 cv2.imshow("camera", img\_rd)  
 #释放摄像头  
 cap.release()  
 cv2.destroyAllWindows()  
 def duqu(self):  
 global imgName  
 print("笑一笑就好")  
 imgName, imgType = QFileDialog.getOpenFileName(self,  
 "打开图片",  
 "", " \*.jpg;;\*.png;;\*.jpeg;;\*.bmp;;All Files (\*)")  
 #显示图片  
 #print(str(imgName))调试代码  
 png = QtGui.QPixmap(imgName).scaled(self.label.width(), self.label.height()) #适应设计标签时的大小  
 self.label.setPixmap(png)  
 def suanming(self):  
 self.textEdit.setReadOnly(True)  
 img2 = cv2.imread(imgName)  
 wenben = apply(img2)  
 while not wenben.empty():  
 temp = wenben.get()  
 #print(temp)  
 self.textEdit.append(temp)  
if \_\_name\_\_ == '\_\_main\_\_':  
 app = QtWidgets.QApplication(sys.argv)  
 my\_pyqt\_form = MyPyQT\_Form()  
 my\_pyqt\_form.show()  
 sys.exit(app.exec\_())

##### 2)训练函数

相关代码如下：

#SVM分类  
import sys  
path = 'E:\Anaconda\envs\\tensorflow36\Lib\site-packages\libsvm\python'  
sys.path.append(path)  
from svmutil import \*  
from utils import \*  
from sklearn import svm  
from sklearn.externals import joblib  
from sklearn.model\_selection import train\_test\_split  
from sklearn.model\_selection import cross\_val\_score  
import numpy as np  
#设置数据模型存储路径  
SAVE\_PATH="data/trained\_svms.pkl"  
SAVE\_TRAIN\_DATA\_PATH = "data/train\_data.pkl"  
LIBSVM\_SVMS\_PATH = "data/%s.svm"  
LIBSVM\_LABELS\_PATH = "data/labels.txt"  
GET\_CROSS\_VAL = False #是否进行交叉验证  
IS\_BUILD\_LIBSVM\_MODEL = False #判断是否是LIBSVM模型  
#加载模型数据  
if os.path.isfile(SAVE\_TRAIN\_DATA\_PATH):  
 data = joblib.load(SAVE\_TRAIN\_DATA\_PATH)  
else:  
 data = loadData()  
 joblib.dump(data, SAVE\_TRAIN\_DATA\_PATH) #将模型保存至本地  
svms = {}  
if IS\_BUILD\_LIBSVM\_MODEL:  
 labels\_file = open(LIBSVM\_LABELS\_PATH, 'w')  
for region\_name, features in data.items(): #训练数据集  
 print("training svm for %s"% (region\_name))  
 #分割数据为训练集和测试集  
 if not IS\_BUILD\_LIBSVM\_MODEL:   
 X = []   
 y = []  
 for feature\_name, feature\_shapes in features.items(): #脸部特征提取  
 for shape in feature\_shapes:  
 X.append(shape.flatten()) #记录向量特征  
 y.append(feature\_name) #记录向量名称   
 X = np.squeeze(np.array(X)) #改变向量维数  
 y = np.array(y,dtype='S128') #128位字符串  
 #分割数据  
 #X\_train, X\_test, y\_train, y\_test = train\_test\_split(X,y)  
 svms[region\_name.encode()] = svm.SVC(kernel="linear", probability=True)

#设置支持向量机参数  
 if GET\_CROSS\_VAL: #交叉验证  
 scores = cross\_val\_score(svms[region\_name.encode()], X, y, cv=5)

#cv表示选择折数  
 print("Cross val score: ", scores)  
 print("Accuracy: %0.2f (+/-%0.2f)"%(scores.mean(),scores.std()\* 2))  
 svms[region\_name.encode()].fit(X, y) #用训练数据拟合分类器模型  
 print(svms[region\_name.encode()].score(X,y))  
 else: #对于LIBSVM模型的处理  
 X = []   
 y = []  
 for i, (feature\_name, feature\_shapes) in enumerate(features.items()):

#遍历脸部特征，以下同上  
 for shape in feature\_shapes:  
 X.append(shape.flatten())  
 y.append(i)   
 X = np.squeeze(np.array(X))  
 y = np.array(y,dtype='uint8') #这里使用int8存储  
 #将LIBSVM模型写入文件  
 labels\_file.write("%s\n" % region\_name)  
 labels\_file.write(LIBSVM\_SVMS\_PATH % region\_name)  
 labels\_file.write(" ")  
 labels\_file.write(" ".join([k.decode() for k in features.keys()]))  
 labels\_file.write("\n")  
 #将数据训练并保存  
 prob = svm\_problem(y.tolist(), X.tolist()) #tolist使数据列表化  
 param = svm\_parameter("-h 0 -s 0 -t 1 -b 1")  
 m=svm\_train(prob, param)  
 svm\_save\_model(LIBSVM\_SVMS\_PATH % region\_name, m)  
if IS\_BUILD\_LIBSVM\_MODEL:  
 labels\_file.close()   
print("training svm... Done")   
joblib.dump(svms, SAVE\_PATH) #保存模型  
print("svm saved!")

##### 3)自定义工具函数

相关代码如下：

from \_\_future\_\_ import print\_function  
import os, sys  
import cv2  
import dlib  
import imutils  
from imutils.video import VideoStream  
from imutils import face\_utils  
from imutils.face\_utils import FaceAligner  
from glob import glob  
import numpy as np  
#配置  
USE\_REGION = True # use part of the feature to train the svm, e.g. only use mouth feature points  
LANDMARK\_PATH = "data/shape\_predictor\_68\_face\_landmarks.dat"

#数据集Dlib人脸68个关键点  
#Dlib初始化配置  
detector = dlib.get\_frontal\_face\_detector()  
predictor = dlib.shape\_predictor(LANDMARK\_PATH)  
fa = FaceAligner(predictor, desiredFaceWidth=400)  
faceRegions = { #判断区域分类  
 "eye\_left": list(range(36,41+1)),  
 "eye\_right": list(range(42, 47+1)),  
 "nose": list(range(27, 35+1)),  
 "mouth": list(range(48, 60+1)),  
 "face": list(range(0, 16+1)),  
 "eyebrow\_left": list(range(17,21+1)),  
 "eyebrow\_right": list(range(22,26+1))  
}  
faceRegions["eyes"] = faceRegions["eye\_left"] + faceRegions["eye\_right"]  
faceRegions["eyebrows"] = faceRegions["eyebrow\_left"] + faceRegions["eyebrow\_right"]  
def loadData(dir="train\_imgs"):  
 data = {"face":{}, "eyebrows":{}, "eyes":{}, "nose":{}, "mouth":{}}  
 tc = 0  
 for region\_name, v in data.items():  
 paths = os.path.join(dir, region\_name, '\*/\*.\*') #路径设置  
 rc = 0  
 for path in glob(paths): #对于训练数据下的所有目录文件提取并进行训练  
 \_, feature\_name = os.path.split(os.path.dirname(path))  
 feature\_name = feature\_name.encode()  
 if feature\_name not in v: #若区域未设置该向量为空  
 v[feature\_name] = []  
 img = cv2.imread(path)  
 if img is None: #若图像为空则跳过  
 continue  
 points= getNormalizedFeature(region\_name, feature\_name, img)  
 #若没有检测到人脸则跳过  
 if points is not None:  
 v[feature\_name].append(points)  
 rc+=1  
 tc+=1  
 sys.stdout.write("\033[K")  
 print("loading...%s%d/%d"%(region\_name,rc,

tc), end="\r")  
 print("")   
 print("loading... Done")  
 return data  
#从图像中获取面部区域名称，面部区域特征的函数将图像进行标准化处理  
def getNormalizedFeature(region\_name, feature\_name, img):  
 img = imutils.resize(img, width=800)  
 gray = cv2.cvtColor(img, cv2.COLOR\_BGR2GRAY)  
 rects = detector(gray, 0)  
 if len(rects) == 0: #没有检测到人脸  
 #sys.exit("No face is detected in %s of %s" % (feature\_name, region\_name))  
 return None  
 else: #面部特征处理并提取  
 faceImg = fa.align(img, gray, rects[0])  
 full\_rect = dlib.rectangle(0, 0, faceImg.shape[1], faceImg.shape[0])  
 shape = predictor(faceImg, full\_rect)  
 if USE\_REGION:  
 shape = face\_utils.shape\_to\_np(shape)[faceRegions[region\_name]]  
 else:  
 shape = face\_utils.shape\_to\_np(shape)  
 return shape  
#函数的重载，对仅提供图片参数的情况处理

def getNormalizedFeatures(img, display=False):  
 img = imutils.resize(img, width=800)  
 gray = cv2.cvtColor(img, cv2.COLOR\_BGR2GRAY)  
 data = {"face":[], "eyebrows":[], "eyes":[], "nose":[], "mouth":[]}  
 rects = detector(gray, 0)  
 if len(rects) == 0: #没有检测到人脸  
 sys.exit("No face is detected")  
 return None  
 else: #图像特征提取  
 faceImg = fa.align(img, gray, rects[0])  
 full\_rect = dlib.rectangle(0, 0, faceImg.shape[1], faceImg.shape[0])  
 points = predictor(faceImg, full\_rect)  
 points = face\_utils.shape\_to\_np(points)  
 if display: #显示图像  
 cv2.imshow("face", faceImg)  
 cv2.waitKey()  
 for key in data: #关键特征提取  
 if USE\_REGION:  
 data[key] = points[faceRegions[key]]  
 else:  
 data[key] = points  
 return faceImg, data

##### 4)主活动类

相关代码如下：

#测试训练数据  
import argparse  
import json  
import time  
import queue  
from textwrap import fill  
import cv2  
import matplotlib.pyplot as plt  
import numpy as np  
from imutils.convenience import url\_to\_image  
from sklearn.externals import joblib  
from utils import \*  
#路径设置（图片保存和测试路径）  
TEST\_IMAGE\_PATH="test\_imgs\\test1.png"  
SAVE\_PATH="data/trained\_svms.pkl"  
#初始化选择系统，用于测试各项功能  
ap = argparse.ArgumentParser()  
ap.add\_argument("-c", "--camera", default=False, action="store\_true",  
 help="get input from camera")  
ap.add\_argument("-i", "--image", type=str, default=None,  
 help="input image")  
ap.add\_argument("-u", "--url", type=str, default=None,  
 help="input image url")  
args = vars(ap.parse\_args())  
#加载分析数据  
with open('data/analysis.json','rb') as f:  
 analysis = json.load(f)  
#核心算法  
def apply(img):  
 wenben = queue.Queue()  
 faceImg, data = getNormalizedFeatures(img, False)

#调用utils工具中的函数获取面部特征（眼、鼻、口、眉）  
 svms = joblib.load(SAVE\_PATH)#调用训练好的模型  
 #显示图像的测试函数  
 #plt.imshow(imutils.opencv2matplotlib(faceImg))调试代码  
 #plt.show()调试代码  
 for region\_name, points in data.items(): #图像data参数中的面部区域和特征点  
 X = [points.flatten()] #转变为向量形式处理  
 y = svms[region\_name.encode()].predict(X)[0].decode() #cv2当中的预测函数  
 prob = svms[region\_name.encode()].predict\_proba(X) #支撑向量机预测输出  
 max\_prob = np.amax(prob)\*100  
 wenben1 = "【 %s 】\t %s %f%%" % (region\_name, y, max\_prob)  
 for region in analysis["face\_regions"]: #文本存储判断的结果  
 if region["name"] == region\_name:  
 for feature in region["features"]:  
 if feature["name"] == y:  
 wenben2 = fill(feature["analysis"], width=18)  
 temp = str(wenben1) + '\n' + str(wenben2)  
 wenben.put(str(temp))  
 #print(wenben.get())  
 return wenben  
def getImgFromCam():  
 vs = VideoStream(usePiCamera=False).start() #调用摄像头  
 time.sleep(2.0)  
 while True:  
 frame = vs.read()  
 frame = imutils.resize(frame, width=400)  
 gray = cv2.cvtColor(frame, cv2.COLOR\_BGR2GRAY)  
 rects = detector(gray, 0)  
 if rects is not None and len(rects) > 0: #当检测到有人脸存在时结束  
 return frame  
if \_\_name\_\_ == '\_\_main\_\_':  
 if args["camera"]:  
 img = getImgFromCam()  
 elif args["image"] is not None:  
 img = cv2.imread(args["image"])  
 elif args["url"] is not None:  
 img = url\_to\_image(args["url"])  
 else:  
 img = cv2.imread(TEST\_IMAGE\_PATH)  
 apply(img)

项目7 图片情感分析与匹配音乐生成推荐

7.3 模块实现

7.3.1 数据预处理

1.图片部分

#-\*- coding: utf-8 -\*-

import sys

import csv

import traceback

import os

import pandas as pd

if sys.version\_info < (3, 0):

from urllib2 import urlopen

else:

from urllib.request import urlopen

import io

from colorthief import ColorThief

def get\_color(path):#获取图片的色彩信息

def rgb2hsv(tp):#将转换成hsv，h是色相，s是饱和度，v是明度

r,g,b=tp[0],tp[1],tp[2]

r, g, b = r/255.0, g/255.0, b/255.0

mx = max(r, g, b)

mn = min(r, g, b)

m = mx-mn

if mx == mn:

h = 0

elif mx == r:

if g >= b:

h = ((g-b)/m)\*60

else:

h = ((g-b)/m)\*60 + 360

elif mx == g:

h = ((b-r)/m)\*60 + 120

elif mx == b:

h = ((r-g)/m)\*60 + 240

if mx == 0:

s = 0

else:

s = m/mx

v = mx

h,s,v = round(h,3),round(s,3),round(v,3) #保留小数点后三位

h,s,v = str(h),str(s),str(v) #转成字符串类型能够写入csv

return h,s,v

fd = urlopen(path)

f = io.BytesIO(fd.read())

color\_thief = ColorThief(f) #调用colortheif()函数

mc=color\_thief.get\_color(quality=1)

#获取画面最主要颜色，不一定出现在画面中，是整体均值，一个元组（r,g,b）

cp=color\_thief.get\_palette(quality=1) #获取调色盘

hsv = rgb2hsv(mc)

color\_lists=[hsv] #用列表存储最主要颜色信息,[h,s,v]

clist=[color\_lists[0][0],color\_lists[0][1],color\_lists[0][2]]

#获取最主要颜色的h，s，v值

for c in cp:#遍历调色盘中的颜色

hp=rgb2hsv(c)

color\_lists.append(hp) #追加信息到列表中

for i in hp: #获取每个色彩的h，s，v值

clist.append(i)

return clist

def to\_csv(clist): #将色彩信息列表存储到.csv文件

try:

fpath = 'E:/college/synaes/image\_csv/2.csv'

#存储色彩信息的.csv文件地址

with open(fpath,'a',newline='')as f:

writer = csv.writer(f) #writer.writerow(["h0","s0","v0","h1","s1","v1","h2","s2","v2","h3","s3","v3","h4","s4","v4","h5","s5","v5","h6","s6","v6","h7","s7","v7","h8","s8","v8","h9","s9","v9","Label"])

writer.writerow(clist)

except:

print(traceback())

#get\_color\_to\_file("file:///E:/college/synaes/image\_test/test2.jpg")

path="E:/college/synaes/image/happy" #图片存储路径

file\_list=os.listdir(path)

for file in file\_list: #遍历路径中的每张图片

clist=get\_color("file:///"+path+"/"+file)

to\_csv(clist)

# -\*- coding: utf-8 -\*-

#从图像中抓取调色板

\_\_version\_\_ = '0.2.1'

import math

from PIL import Image #导入pillow中的image模块

class cached\_property(object):

#创建的装饰器将单一参数的方法转换为缓存实例的属性

def \_\_init\_\_(self, func):

self.func = func

def \_\_get\_\_(self, instance, type):

res = instance.\_\_dict\_\_[self.func.\_\_name\_\_] = self.func(instance)

return res

class ColorThief(object):

#抓取调色的类

def \_\_init\_\_(self, file):

self.image = Image.open(file) #打开图像

def get\_color(self, quality=10):

#获得主要的颜色，quality参数：1是最高的quality，数字越大，颜色返回越快

#返回tuple:(r, g, b)元组类型

palette = self.get\_palette(5, quality)

return palette[0]

def get\_palette(self, color\_count=10, quality=10):

#获得调色盘，用中值切割算法聚类相似颜色

#参数color\_count为调色盘的大小

#quality参数同上

#返回一个以(r,g,b)元组为元素的列表

image = self.image.convert('RGBA')

width, height = image.size

pixels = image.getdata() #像素

pixel\_count = width \* height

valid\_pixels = []

for i in range(0, pixel\_count, quality):

r, g, b, a = pixels[i]

#如果像素大部分是不透明的，而且不是白色的

if a >= 125:

if not (r > 250 and g > 250 and b > 250):

valid\_pixels.append((r, g, b))

#将数组传给quantize()函数，该函数对值进行聚类,使用中值切割算法

cmap = MMCQ.quantize(valid\_pixels, color\_count)

return cmap.palette

class MMCQ(object):

#MMCQ基本是Python端口(改进的中值切割量化)

#算法来自Leptonica库(http://www.leptonica.com/)

SIGBITS = 5

RSHIFT = 8 - SIGBITS

MAX\_ITERATION = 1000 #最大迭代次数

FRACT\_BY\_POPULATIONS = 0.75

@staticmethod

def get\_color\_index(r, g, b):

return (r << (2 \* MMCQ.SIGBITS)) + (g << MMCQ.SIGBITS) + b

@staticmethod

def get\_histo(pixels):

histo = dict()

for pixel in pixels:

rval = pixel[0] >> MMCQ.RSHIFT

gval = pixel[1] >> MMCQ.RSHIFT

bval = pixel[2] >> MMCQ.RSHIFT

index = MMCQ.get\_color\_index(rval, gval, bval)

histo[index] = histo.setdefault(index, 0) + 1

return histo

@staticmethod

def vbox\_from\_pixels(pixels, histo):

rmin = 1000000

rmax = 0

gmin = 1000000

gmax = 0

bmin = 1000000

bmax = 0

for pixel in pixels:

rval = pixel[0] >> MMCQ.RSHIFT

gval = pixel[1] >> MMCQ.RSHIFT

bval = pixel[2] >> MMCQ.RSHIFT

rmin = min(rval, rmin)

rmax = max(rval, rmax)

gmin = min(gval, gmin)

gmax = max(gval, gmax)

bmin = min(bval, bmin)

bmax = max(bval, bmax)

return VBox(rmin, rmax, gmin, gmax, bmin, bmax, histo)

@staticmethod

def median\_cut\_apply(histo, vbox): #中值切割

if not vbox.count:

return (None, None)

rw = vbox.r2 - vbox.r1 + 1

gw = vbox.g2 - vbox.g1 + 1

bw = vbox.b2 - vbox.b1 + 1

maxw = max([rw, gw, bw])

#如果只有一个像素，不进行切割

if vbox.count == 1:

return (vbox.copy, None)

#沿着选定的轴查找数组

total = 0

sum\_ = 0

partialsum = {}

lookaheadsum = {}

do\_cut\_color = None

if maxw == rw:

do\_cut\_color = 'r'

for i in range(vbox.r1, vbox.r2+1):

sum\_ = 0

for j in range(vbox.g1, vbox.g2+1):

for k in range(vbox.b1, vbox.b2+1):

index = MMCQ.get\_color\_index(i, j, k)

sum\_ += histo.get(index, 0)

total += sum\_

partialsum[i] = total

elif maxw == gw:

do\_cut\_color = 'g'

for i in range(vbox.g1, vbox.g2+1):

sum\_ = 0

for j in range(vbox.r1, vbox.r2+1):

for k in range(vbox.b1, vbox.b2+1):

index = MMCQ.get\_color\_index(j, i, k)

sum\_ += histo.get(index, 0)

total += sum\_

partialsum[i] = total

else: #maxw == bw

do\_cut\_color = 'b'

for i in range(vbox.b1, vbox.b2+1):

sum\_ = 0

for j in range(vbox.r1, vbox.r2+1):

for k in range(vbox.g1, vbox.g2+1):

index = MMCQ.get\_color\_index(j, k, i)

sum\_ += histo.get(index, 0)

total += sum\_

partialsum[i] = total

for i, d in partialsum.items():

lookaheadsum[i] = total - d

#确定切割平面

dim1 = do\_cut\_color + '1'

dim2 = do\_cut\_color + '2'

dim1\_val = getattr(vbox, dim1)

dim2\_val = getattr(vbox, dim2)

for i in range(dim1\_val, dim2\_val+1):

if partialsum[i] > (total / 2):

vbox1 = vbox.copy

vbox2 = vbox.copy

left = i - dim1\_val

right = dim2\_val - i

if left <= right:

d2 = min([dim2\_val - 1, int(i + right / 2)])

else:

d2 = max([dim1\_val, int(i - 1 - left / 2)])

while not partialsum.get(d2, False):

d2 += 1

count2 = lookaheadsum.get(d2)

while not count2 and partialsum.get(d2-1, False):

d2 -= 1

count2 = lookaheadsum.get(d2)

#设置维度

setattr(vbox1, dim2, d2)

setattr(vbox2, dim1, getattr(vbox1, dim2) + 1)

return (vbox1, vbox2)

return (None, None)

@staticmethod

def quantize(pixels, max\_color): #将颜色进行量化

#参数pixels是一个以(r,g,b)形式的像素列表

#参数max\_color是颜色的最大数量

if not pixels:

raise Exception('Empty pixels when quantize.')

if max\_color < 2 or max\_color > 256:

raise Exception('Wrong number of max colors when quantize.')

histo = MMCQ.get\_histo(pixels)

#检查是否低于maxcolors

if len(histo) <= max\_color:

#从histo生成新的颜色并返回

pass

#从颜色重新获取起始vbox

vbox = MMCQ.vbox\_from\_pixels(pixels, histo)

pq = PQueue(lambda x: x.count)

pq.push(vbox)

#实现迭代的内部函数

def iter\_(lh, target):

n\_color = 1

n\_iter = 0

while n\_iter < MMCQ.MAX\_ITERATION:

vbox = lh.pop()

if not vbox.count: #返回

lh.push(vbox)

n\_iter += 1

continue

#实现切割

vbox1, vbox2 = MMCQ.median\_cut\_apply(histo, vbox)

if not vbox1:

raise Exception("vbox1 not defined; shouldn't happen!")

lh.push(vbox1)

if vbox2: #vbox2可以是null

lh.push(vbox2)

n\_color += 1

if n\_color >= target:

return

if n\_iter > MMCQ.MAX\_ITERATION:

return

n\_iter += 1

#第一组颜色，按数量排序

iter\_(pq, MMCQ.FRACT\_BY\_POPULATIONS \* max\_color)

#按像素占用率乘以色彩空间大小的乘积重新排序

pq2 = PQueue(lambda x: x.count \* x.volume)

while pq.size():

pq2.push(pq.pop())

#下一组使用（npix \* vol）排序生成中值切割

iter\_(pq2, max\_color - pq2.size())

#计算实际颜色

cmap = CMap()

while pq2.size():

cmap.push(pq2.pop())

return cmap

class VBox(object):

#3D颜色空间

def \_\_init\_\_(self, r1, r2, g1, g2, b1, b2, histo):

self.r1 = r1

self.r2 = r2

self.g1 = g1

self.g2 = g2

self.b1 = b1

self.b2 = b2

self.histo = histo

@cached\_property

def volume(self):

sub\_r = self.r2 - self.r1

sub\_g = self.g2 - self.g1

sub\_b = self.b2 - self.b1

return (sub\_r + 1) \* (sub\_g + 1) \* (sub\_b + 1)

@property

def copy(self):

return VBox(self.r1, self.r2, self.g1, self.g2,

self.b1, self.b2, self.histo)

@cached\_property

def avg(self):

ntot = 0

mult = 1 << (8 - MMCQ.SIGBITS)

r\_sum = 0

g\_sum = 0

b\_sum = 0

for i in range(self.r1, self.r2 + 1):

for j in range(self.g1, self.g2 + 1):

for k in range(self.b1, self.b2 + 1):

histoindex = MMCQ.get\_color\_index(i, j, k)

hval = self.histo.get(histoindex, 0)

ntot += hval

r\_sum += hval \* (i + 0.5) \* mult

g\_sum += hval \* (j + 0.5) \* mult

b\_sum += hval \* (k + 0.5) \* mult

if ntot:

r\_avg = int(r\_sum / ntot)

g\_avg = int(g\_sum / ntot)

b\_avg = int(b\_sum / ntot)

else:

r\_avg = int(mult \* (self.r1 + self.r2 + 1) / 2)

g\_avg = int(mult \* (self.g1 + self.g2 + 1) / 2)

b\_avg = int(mult \* (self.b1 + self.b2 + 1) / 2)

return r\_avg, g\_avg, b\_avg

def contains(self, pixel):

rval = pixel[0] >> MMCQ.RSHIFT

gval = pixel[1] >> MMCQ.RSHIFT

bval = pixel[2] >> MMCQ.RSHIFT

return all([

rval >= self.r1,

rval <= self.r2,

gval >= self.g1,

gval <= self.g2,

bval >= self.b1,

bval <= self.b2,

])

@cached\_property

def count(self):

npix = 0

for i in range(self.r1, self.r2 + 1):

for j in range(self.g1, self.g2 + 1):

for k in range(self.b1, self.b2 + 1):

index = MMCQ.get\_color\_index(i, j, k)

npix += self.histo.get(index, 0)

return npix

class CMap(object):

#颜色图

def \_\_init\_\_(self):

self.vboxes = PQueue(lambda x: x['vbox'].count \* x['vbox'].volume)

@property

def palette(self):

return self.vboxes.map(lambda x: x['color'])

def push(self, vbox):

self.vboxes.push({

'vbox': vbox,

'color': vbox.avg,

})

def size(self):

return self.vboxes.size()

def nearest(self, color):

d1 = None

p\_color = None

for i in range(self.vboxes.size()):

vbox = self.vboxes.peek(i)

d2 = math.sqrt(

math.pow(color[0] - vbox['color'][0], 2) +

math.pow(color[1] - vbox['color'][1], 2) +

math.pow(color[2] - vbox['color'][2], 2)

)

if d1 is None or d2 < d1:

d1 = d2

p\_color = vbox['color']

return p\_color

def map(self, color):

for i in range(self.vboxes.size()):

vbox = self.vboxes.peek(i)

if vbox['vbox'].contains(color):

return vbox['color']

return self.nearest(color)

class PQueue(object):

#简单优先级队列

def \_\_init\_\_(self, sort\_key):

self.sort\_key = sort\_key

self.contents = []

self.\_sorted = False

def sort(self):

self.contents.sort(key=self.sort\_key)

self.\_sorted = True

def push(self, o):

self.contents.append(o)

self.\_sorted = False

def peek(self, index=None):

if not self.\_sorted:

self.sort()

if index is None:

index = len(self.contents) - 1

return self.contents[index]

def pop(self):

if not self.\_sorted:

self.sort()

return self.contents.pop()

def size(self):

return len(self.contents)

def map(self, f):

return list(map(f, self.contents))

2.音乐部分

FLAGS = tf.app.flags.FLAGS

tf.app.flags.DEFINE\_string('input\_dir', None,

'Directory containing files to convert.') #输入MIDI文件路径

tf.app.flags.DEFINE\_string('output\_file', None,

'Path to output TFRecord file. Will be overwritten '

'if it already exists.') #输出tfrecord文件路径

tf.app.flags.DEFINE\_bool('recursive', False,

'Whether or not to recurse into subdirectories.')

#是否递归查找子路径的文件

tf.app.flags.DEFINE\_string('log', 'INFO',

'The threshold for what messages will be logged '

'DEBUG, INFO, WARN, ERROR, or FATAL.') #显示消息类型

#转换文件

#参数

#root\_dir:指定根目录的字符串

#sub\_dir:一个字符串，指定“根目录”下的路径，

#writer:一个记录

#recursive:一个布尔值，指定是否递归转换文件包含在指定目录的子目录中

#返回:转换文件路径的映射

def convert\_files(root\_dir, sub\_dir, writer, recursive=False):

dir\_to\_convert = os.path.join(root\_dir, sub\_dir)

tf.logging.info("Converting files in '%s'.", dir\_to\_convert)

files\_in\_dir = tf.gfile.ListDirectory(os.path.join(dir\_to\_convert))

recurse\_sub\_dirs = []

written\_count = 0

for file\_in\_dir in files\_in\_dir:

tf.logging.log\_every\_n(tf.logging.INFO, '%d files converted.',

1000, written\_count)

full\_file\_path = os.path.join(dir\_to\_convert, file\_in\_dir)

if (full\_file\_path.lower().endswith('.mid') or

full\_file\_path.lower().endswith('.midi')):

try:

sequence = convert\_midi(root\_dir, sub\_dir, full\_file\_path)

except Exception as exc: #pylint: disable=broad-except

tf.logging.fatal('%r generated an exception: %s',full\_file\_path,exc)

continue

if sequence:

writer.write(sequence)

elif (full\_file\_path.lower().endswith('.xml') or

full\_file\_path.lower().endswith('.mxl')):

try:

sequence = convert\_musicxml(root\_dir, sub\_dir, full\_file\_path)

except Exception as exc: #pylint: disable=broad-except

tf.logging.fatal('%r generated an exception:%s',full\_file\_path, exc)

continue

if sequence:

writer.write(sequence)

elif full\_file\_path.lower().endswith('.abc'):

try:

sequences = convert\_abc(root\_dir, sub\_dir, full\_file\_path)

except Exception as exc: #pylint: disable=broad-except

tf.logging.fatal('%r generated anexception:%s',full\_file\_path,exc)

continue

if sequences:

for sequence in sequences:

writer.write(sequence)

else:

if recursive and tf.gfile.IsDirectory(full\_file\_path):

recurse\_sub\_dirs.append(os.path.join(sub\_dir, file\_in\_dir))

else:

tf.logging.warning(

'Unable to find a converter for file %s', full\_file\_path)

for recurse\_sub\_dir in recurse\_sub\_dirs:

convert\_files(root\_dir, recurse\_sub\_dir, writer, recursive)

#将MIDI文件转换为序列原型

#参数: root\_dir:指定文件根目录的字符串已转换

#sub\_dir：当前正在转换的目录

#full\_file\_path: 要转换文件的完整路径

#return: 如果文件无法转换，则为注释序列原型或无

def convert\_midi(root\_dir, sub\_dir, full\_file\_path):

try:

sequence = midi\_io.midi\_to\_sequence\_proto(

tf.gfile.GFile(full\_file\_path, 'rb').read())

except midi\_io.MIDIConversionError as e:

tf.logging.warning(

'Could not parse MIDI file %s. It will be skipped. Error was: %s',

full\_file\_path, e)

return None #错误处理

sequence.collection\_name = os.path.basename(root\_dir)

sequence.filename = os.path.join(sub\_dir, os.path.basename(full\_file\_path))

sequence.id = note\_sequence\_io.generate\_note\_sequence\_id(

sequence.filename, sequence.collection\_name, 'midi')

tf.logging.info('Converted MIDI file %s.', full\_file\_path)

return sequence

def convert\_directory(root\_dir, output\_file, recursive=False):

#将文件转换为注释序列并写入output\_file

#在根目录中找到的输入文件被转换为带root\_dir的基本名称

#来自root\_dir的文件作为文件名。如果递归为真，递归转换指定目录的任何子目录

#参数:root\_dir指定根目录的字符串

#output\_file:要将结果写入TFRecord文件的路径

#recursive:一个布尔值，指定是否递归转换文件，包含在指定目录的子目录中

with note\_sequence\_io.NoteSequenceRecordWriter(output\_file) as writer:

convert\_files(root\_dir, '', writer, recursive)

#主函数

def main(unused\_argv):

tf.logging.set\_verbosity(FLAGS.log)

#错误处理

if not FLAGS.input\_dir:

tf.logging.fatal('--input\_dir required')

return

if not FLAGS.output\_file:

tf.logging.fatal('--output\_file required')

return

input\_dir = os.path.expanduser(FLAGS.input\_dir) #输入路径

output\_file = os.path.expanduser(FLAGS.output\_file)

#输出文件

output\_dir = os.path.dirname(output\_file) #输出路径

if output\_dir:

tf.gfile.MakeDirs(output\_dir)

convert\_directory(input\_dir, output\_file, FLAGS.recursive)

#运行主函数

def console\_entry\_point():

tf.app.run(main)

将MIDI文件全部存储为tfrecord文件之后，使用polyphony\_rnn\_create\_dataset.py建立数据集，用polyphony模型进行训练，得到音乐数据集。

flags = tf.app.flags

FLAGS = tf.app.flags.FLAGS

flags.DEFINE\_string(

'input', 'E:/college/synaes/midi/midi/tf/pst.tfrecord',

'TFRecord to read NoteSequence protos from.')

#读取NoteSquence的TFReord文件

flags.DEFINE\_string(

'output\_dir', 'E:/college/synaes/poly\_rnn/datasets/pst',

'Directory to write training and eval TFRecord files. The TFRecord files '

'are populated with SequenceExample protos.') #保存序列示例的路径

flags.DEFINE\_float(

'eval\_ratio', 0.1,

'Fraction of input to set aside for eval set. Partition is randomly '

#测试集的比例，划分是随机的

'selected.')

flags.DEFINE\_string(

'log', 'INFO',

'The threshold for what messages will be logged DEBUG, INFO, WARN, ERROR, '

'or FATAL.') #记录调试、信息、警告、错误或致命消息的阈值

#主函数

def main(unused\_argv):

tf.logging.set\_verbosity(FLAGS.log)

pipeline\_instance = polyphony\_rnn\_pipeline.get\_pipeline(

min\_steps=80,

max\_steps=512,

eval\_ratio=FLAGS.eval\_ratio,

config=polyphony\_model.default\_configs['polyphony'])

#配置config为polyphony数据集

input\_dir = os.path.expanduser(FLAGS.input) #输入路径

output\_dir = os.path.expanduser(FLAGS.output\_dir) #输出路径

pipeline.run\_pipeline\_serial(

pipeline\_instance,

pipeline.tf\_record\_iterator(input\_dir, pipeline\_instance.input\_type),

output\_dir) #生成数据集

#运行主函数

def console\_entry\_point():

tf.app.run(main)

7.3.2 模型构建

1.定义模型结构

##### 1)图片情感分析

##### 2)复调音乐模型

class PolyphonyRnnModel(events\_rnn\_model.EventSequenceRnnModel):

#RNN复音序列生成模型类

def generate\_polyphonic\_sequence(

self, num\_steps, primer\_sequence, temperature=1.0, beam\_size=1,

branch\_factor=1, steps\_per\_iteration=1, modify\_events\_callback=None):

#从初级复音轨道生成复音轨道

#参数num\_steps:最后一个轨道的整数长度，以步长为单位，包括引物序列

#primer\_sequence: 引物序列，一个多音序对象

#Temperature: 一个浮点值，指定逻辑值除以多少在计算softmax之前。大于1.0会使轨道更随机，小于1.0则反之

#beam\_size: 一个整数，波束大小在生成轨迹时使用波束搜索

#branch\_factor: 要使用的整数波束搜索分支因子

#steps\_per\_iteration: 一个整数，每次波束搜索需要的步数迭代

#modify\_events\_callback: 用于修改事件列表的可选回调

#返回:生成的复音序列对象

return self.\_generate\_events(num\_steps, primer\_sequence, temperature,

beam\_size, branch\_factor, steps\_per\_iteration,

modify\_events\_callback=modify\_events\_callback)

#返回生成的复音序列对象

def polyphonic\_sequence\_log\_likelihood(self, sequence):

#评估复音序列的对数似然性

#参数sequence：评估日志的复音序列对象的可能性

return self.\_evaluate\_log\_likelihood([sequence])[0]

#返回该模型下序列的对数似然性

#配置模型参数

default\_configs = {

'polyphony': events\_rnn\_model.EventSequenceRnnConfig(

generator\_pb2.GeneratorDetails(

id='polyphony',

description='Polyphonic RNN'), #配置模型为polyphony

magenta.music.OneHotEventSequenceEncoderDecoder(

polyphony\_encoder\_decoder.PolyphonyOneHotEncoding()),

#将复音输入转化成模型之间的输入/输出

contrib\_training.HParams(

batch\_size=64,

rnn\_layer\_sizes=[256, 256, 256],

dropout\_keep\_prob=0.5,

clip\_norm=5,

learning\_rate=0.001)),

#HParams类以名称-值对的形式保存一组超参数

}

7.3.3 模型训练及保存

1.图片情感分析

##### 1)模型训练

def load\_dataset(filename): #加载数据集  
 file\_reader = csv.reader(open(filename, 'rt'), delimiter=',')  
 X, y = [], []  
 for row in file\_reader:  
 X.append(row[0:15]) #获取前15维数据  
 y.append(row[-1]) #获取标签  
 #提取特征名称  
 feature\_names = np.array(X[0])  
 return np.array(X[1:]).astype(np.float32), np.array(y[1:]).astype(np.float32), feature\_names  
if \_\_name\_\_ == '\_\_main\_\_':  
 X,y,feature\_names = load\_dataset('E:/college/synaes/image\_csv/0411.csv')  
 X, y = shuffle(X, y, random\_state=7) #打乱数据  
 num\_training = int(0.9 \* len(X)) #数据的90%作为训练集  
 X\_train, y\_train = X[:num\_training], y[:num\_training]  
 X\_test, y\_test = X[num\_training:], y[num\_training:]  
 rf\_clf = RandomForestClassifier(n\_estimators=1000, max\_depth=10, min\_samples\_split=2) #设置随机森林分类器的参数、决策树的数量、树的深度、最小划分  
 rf\_clf.fit(X\_train, y\_train)  
 y\_pred = rf\_clf.predict(X\_test)  
 print('accuracy:',sklearn.metrics.accuracy\_score(y\_test, y\_pred))  
2)模型保存

joblib.dump(rf\_clf, "E:/college/synaes/image/classifier.m")

模型被保存后，可以被重用，也可以移植到其他环境中使用。

2.音乐训练

##### 1)模型训练

相关代码如下：

FLAGS = tf.app.flags.FLAGS

tf.app.flags.DEFINE\_string('run\_dir', 'E:/college/synaes/poly\_rnn/train\_model/quiet',

'Path to the directory where checkpoints and '

'summary events will be saved during training and '

'evaluation. Separate subdirectories for training '

'events and eval events will be created within '

'`run\_dir`. Multiple runs can be stored within the '

'parent directory of `run\_dir`. Point TensorBoard '

'to the parent directory of `run\_dir` to see all '

'your runs.')

#检查点的保存路径、保存训练和测试过程中的事件，可以通过TensorBoard查看运行状况

tf.app.flags.DEFINE\_string('config', 'polyphony', 'The config to use')

#选择要用的配置

tf.app.flags.DEFINE\_string('sequence\_example\_file', 'E:/college/synaes/poly\_rnn/datasets/quiet'

'/training\_poly\_tracks.tfrecord',

'Path to TFRecord file containing '

#保存有序列示例的TFrecord文件

'tf.SequenceExample records for training or '

'evaluation.')

tf.app.flags.DEFINE\_integer('num\_training\_steps', 0,

'The the number of global training steps your '

#训练步数，0是一直训练直到手动中止

'model should take before exiting training. '

'Leave as 0 to run until terminated manually.')

tf.app.flags.DEFINE\_integer('num\_eval\_examples', 0,

'The number of evaluation examples your model '

'should process for each evaluation step.'

#每次评估用到的训练样本数，0用整个测试样本

'Leave as 0 to use the entire evaluation set.')

tf.app.flags.DEFINE\_integer('summary\_frequency', 10,

'A summary statement will be logged every '

'`summary\_frequency`'

' steps during training or '

'every `summary\_frequency` seconds during '

'evaluation.')

tf.app.flags.DEFINE\_integer('num\_checkpoints', 10,

'The number of most recent checkpoints to keep in '

'the training directory. Keeps all if 0.')

#保存训练目录里最近的检查点数量

tf.app.flags.DEFINE\_boolean('eval', False,

'If True, this process only evaluates the model '

'and does not update weights.')

#如果是True，仅进行测试，不改变模型

tf.app.flags.DEFINE\_string('log', 'INFO',

'The threshold for what messages will be logged '

'DEBUG, INFO, WARN, ERROR, or FATAL.')#容错

tf.app.flags.DEFINE\_string(

'hparams', 'batch\_size=64,rnn\_layer\_sizes=[64,64]',

'Comma-separated list of `name=value` pairs.For each pair, the value of '

'the hyperparameter named `name` is set to `value`. This mapping is merged '

'with the default hyperparameters.')#指定batch的大小和RNN层的大小

#主函数

def main(unused\_argv):

tf.logging.set\_verbosity(FLAGS.log)

#报错提示

if not FLAGS.run\_dir:

tf.logging.fatal('--run\_dir required')

return

if not FLAGS.sequence\_example\_file:

tf.logging.fatal('--sequence\_example\_file required')

return

#打开序列示例

sequence\_example\_file\_paths = tf.gfile.Glob(

os.path.expanduser(FLAGS.sequence\_example\_file))

run\_dir = os.path.expanduser(FLAGS.run\_dir) #保存训练事件

#配置复调音乐模型

config = polyphony\_model.default\_configs[FLAGS.config]

config.hparams.parse(FLAGS.hparams)

mode = 'eval' if FLAGS.eval else 'train'

build\_graph\_fn = events\_rnn\_graph.get\_build\_graph\_fn(

mode, config, sequence\_example\_file\_paths)

#训练模型

train\_dir = os.path.join(run\_dir, 'train')

tf.gfile.MakeDirs(train\_dir)

tf.logging.info('Train dir: %s', train\_dir)

if FLAGS.eval: #是否测试，若为True仅进行测试，不改变模型

eval\_dir = os.path.join(run\_dir, 'eval')

tf.gfile.MakeDirs(eval\_dir)

tf.logging.info('Eval dir: %s', eval\_dir)

num\_batches = (

(FLAGS.num\_eval\_examples or

magenta.common.count\_records(sequence\_example\_file\_paths)) //

config.hparams.batch\_size)

events\_rnn\_train.run\_eval(build\_graph\_fn, train\_dir, eval\_dir, num\_batches)

else: #若为False 则直接训练模型

events\_rnn\_train.run\_training(build\_graph\_fn, train\_dir,

FLAGS.num\_training\_steps,

FLAGS.summary\_frequency,

checkpoints\_to\_keep=FLAGS.num\_checkpoints)

#配置训练模型各项参数（训练步数，保存训练目录里最近的检查点数量，训练样本数等）

#运行主函数

def console\_entry\_point():

tf.app.run(main)

##### 2)模型保存

tf.app.flags.DEFINE\_string('run\_dir', 'E:/college/synaes/poly\_rnn/train\_model/quiet',

'Path to the directory where checkpoints and '

'summary events will be saved during training and '

'evaluation. Separate subdirectories for training '

'events and eval events will be created within '

'`run\_dir`. Multiple runs can be stored within the '

'parent directory of `run\_dir`. Point TensorBoard '

'to the parent directory of `run\_dir` to see all '

'your runs.')

#检查点保存路径、保存训练和测试过程中的事件，可以通过TensorBoard查看运行状况

run\_dir = os.path.expanduser(FLAGS.run\_dir) #保存训练事件

项目8 新闻自动文摘推荐系统

8.3 模块实现

8.3.1 数据预处理

1.导入数据

通过jupyter notebook来实现，相关代码如下：

#导入相应数据包

import pandas as pd

import numpy as np

#数据的读入及读出

df\_news=pd.read\_table("./cnews.val.txt",names=["category","content"])

df\_news.head()#

从文件夹读出相应的数据，分别表示新闻数据的类别及内容，如图8-3所示。

#数据的类别及总量

df\_news.category.unique()

df\_news.content.shape

#为方便后续对数据的处理，将原始表格型据结构转换成列表格式

content\_list=df\_news.content.values.tolist()

2.数据清洗

#jieba分词

content\_fenci = [] #建立一个空的

for line in content\_list:

text = jieba.lcut(line) #给每一条都分词

if len(text) > 1 and text != '\r': #换行

content\_fenci.append(text) #将分词后的结果放入

#content\_fenci[0] #分词后的一个样本

df\_content=pd.DataFrame({'content':content\_fenci})

df\_content.head()

#导入停用词

def drop\_stopwords(contents,stopwords):

content\_clean = [] #放清理后的分词

all\_words = []

for line in contents:

line\_clean=[]

for word in line:

if word in stopwords:

continue

line\_clean.append(word)

all\_words.append(str(word))

content\_clean.append(line\_clean)

return content\_clean,all\_words

content\_clean,all\_words = drop\_stopwords(content\_fenci,stopwords\_list,)

df\_clean= pd.DataFrame({'contents\_clean':content\_clean})

df\_clean.head()

3.统计词频

相关代码如下：

tf= Counter(all\_words)

8.3.2 词云构建

#导入背景图片后的词云

mask = imread('4.png')#读入图片

wc=wordcloud.WordCloud(font\_path=font,mask=mask,background\_color='white',scale=2)

#scale:按照比例进行放大画布，如设置为2，则长和宽都是原来画布的2倍

wc.generate\_from\_frequencies(tf)

plt.imshow(wc) #显示词云

plt.axis('off') #关闭坐标轴

plt.show()

wc.to\_file('ciyun.jpg') #保存词云

8.3.3 关键词提取

import jieba.analyse

index = 2

#print(df\_clean['contents\_clean'][index])

#词之间相连

content\_S\_str = "".join(content\_clean[index])

print(content\_list[index])

print('关键词：')

print(" ".join(jieba.analyse.extract\_tags(content\_S\_str, topK=10, withWeight=False)))

8.3.4 语音播报

将上述提取成功的关键词通过pyttsx 3转换成语音进行播报。

import pyttsx3

voice=pyttsx3.init()

voice.say(" ".join(jieba.analyse.extract\_tags(content\_S\_str, topK=10, withWeight=False)))

print("准备语音播报.....")

voice.runAndWait()

8.3.5 LDA主题模型

def create\_LDA(content\_clean):

#基于文本集建立（词典），并获得特征数

dictionary = corpora.Dictionary(content\_clean)

#基于词典，将分词列表集转换成稀疏向量集，称作语料库

dic = len(dictionary.token2id)

print('词典特征数：%d' % dic)

corpus = [dictionary.doc2bow(sentence) for sentence in content\_clean]

#模型训练

lda = gensim.models.LdaModel(corpus=corpus, id2word = dictionary,num\_topics = 10,passes=10)

#passes 训练几轮

print(lda.print\_topic(1,topn=5))

print('-----------')

for topic in lda.print\_topics(num\_topics=10, num\_words = 5):

print(topic[1])

create\_LDA(content\_clean)

8.3.6 模型构建

df\_train=pd.DataFrame({"content":content\_clean,"label":df\_news['category']})

#为了方便计算，把对应的标签字符类型转换为数字

#映射类型(mapping)

#非空字典

label\_mapping = {"体育": 0, "娱乐": 1, "家居": 2, "房产": 3, "教育":4, "时尚": 5,"时政": 6,"游戏": 7,"科技": 8,"财经": 9}

df\_train['label'] = df\_train['label'].map(label\_mapping)

#df\_train.head()

#将每个新闻信息转换成字符串形式，CountVectorizer和TfidfVectorizer的输入为字符串

def create\_words(data):

words = []

for index in range(len(data)):

try:

words.append( ' '.join(data[index]))

except Exception:

print(index)

return words

#把数据分成测试集和训练集

x\_train,x\_test,y\_train,y\_test =train\_test\_split(df\_train['content'].values,df\_train['label'].values,random\_state=0)

train\_words = create\_words(x\_train)

test\_words = create\_words(x\_test)

#模型训练

#第一种

#CountVectorizer属于常见的特征数值计算类，是一个文本特征提取方法

#对于每个训练文本，只考虑每种词汇在该训练文本中出现的频率

vec = CountVectorizer(analyzer = 'word',max\_features=4000,lowercase=False)

vec.fit(train\_words)

classifier = MultinomialNB()

classifier.fit(vec.transform(train\_words),y\_train)

print("模型准确率:",classifier.score(vec.transform(test\_words), y\_test))

#第二种，TfidfVectorizer除了考量某一词汇在当前训练文本中出现的频率之外

#关注包含这个词汇的其它训练文本数目的倒数，训练文本的数量越多特征化的方法就越有优势

vectorizer = TfidfVectorizer(analyzer='word',max\_features = 40000,

lowercase=False)

vectorizer.fit(train\_words)

classifier.fit(vectorizer.transform(train\_words),y\_train)

print("模型准确率为:",classifier.score(vectorizer.transform(test\_words),

y\_test))

项目9 基于用户特征的预测流量套餐推荐

9.3 逻辑回归算法模块实现

9.3.1 数据预处理

#导入所需库

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import csv

%matplotlib inline

plt.style.use("ggplot")

#导入数据

traindat = pd.read\_csv(open('Train.csv','r'))

testdat = pd.read\_csv(open('Test.csv','r'))

#数据的维度

traindat.shape

#查看数据

traindat.head()

#目标变量在正负样本上的分布是不均匀的

traindat.y.value\_counts()

#每个样本的缺失变量数

traindat.missing\_var = traindat.isnull().sum(axis=1)

testdat.missing\_var = testdat.isnull().sum(axis=1)

#如果部分样本有90%以上的变量是缺失的,直接删除

traindat = traindat.loc[traindat.missing\_var < 100, :]

testdat = testdat.loc[testdat.missing\_var < 100, :]

traindat.shape

#如果某些变量全部为0, 不能提供有效信息,直接删除

traindat = traindat.loc[:, ~(traindat == 0).all(axis=0)]

testdat = testdat.loc[:, ~(testdat == 0).all(axis=0)]

traindat.shape

#非数值型变量

traindat2 = traindat.select\_dtypes(include=['object'])

testdat2 = testdat.select\_dtypes(include=['object'])

traindat2.head(3)

数据集中的非数值型变量

traindat2.shape

type(traindat2)

pandas.core.frame.DataFrame

#仅抽取数值型变量

traindat1 = traindat.select\_dtypes(exclude=['object'])

testdat1 = testdat.select\_dtypes(exclude=['object'])

traindat1.head(3)

数据集中的非数值型变量

#用均值填补缺失的数值变量

traindat1 = traindat1.fillna(traindat1.mean())

testdat1 = testdat1.fillna(testdat1.mean())

traindat1.shape

from sklearn.preprocessing import LabelEncoder

var\_mod1 = ['job','marital','education','default','housing','loan','contact','month','day\_of\_week','poutcome','y']

var\_mod11 = ['job','marital','education','default','housing','loan','contact','month','day\_of\_week','poutcome']

le1 = LabelEncoder()

for i in var\_mod1:

traindat2[i] = le1.fit\_transform(traindat2[i])

#对训练集先拟合，然后转换，实现数据的标准化、归一化

for i in var\_mod11:

testdat2[i] = le1.fit\_transform(testdat2[i])

#对测试集先拟合,然后转换，实现数据的标准化，归一化

traindat2.dtypes

traindat2.head()

testdat2.head()

将训练集中的非数值型变量转化为数值型变量

traindat1 = traindat1.join(traindat2)

#非数值变量与数值变量一起构成原来的训练集

testdat1 = testdat1.join(testdat2)

#非数值变量与数值变量一起构成原来的测试集

#定义X与y方便建模

x, y = traindat1.iloc[:, 0:-1], traindat1.y #去最后两列数据

xtest = testdat1.iloc[:, :] #去所有行，所有列

x.shape, y.shape, xtest.shape

x.head() #查看训练集中的特征

xtest.head()#查看验证集的特征

由于版面限制，只选取部分列进行展示

#建模所需库

from sklearn.linear\_model import LogisticRegression

from sklearn.ensemble import RandomForestClassifier

from sklearn.model\_selection import train\_test\_split

from sklearn.model\_selection import GridSearchCV

from sklearn.metrics import confusion\_matrix, classification\_report, roc\_curve, auc

#正负样本比例

np.mean(y == 0), np.mean(y == 1)

#训练集和验证集拆分

x\_train, x\_test, y\_train, y\_test = train\_test\_split(x.values, y.values, test\_size=0.3)

x\_train.shape, y\_train.shape, x\_test.shape, y\_test.shape

#训练集中的正负样本比例

np.mean(y\_train == 0), np.mean(y\_train == 1)

9.3.2 模型构建

1.构建模型

相关代码如下：

#构建一个逻辑回归模型, 采用默认参数设置

lr\_clf1 = LogisticRegression(class\_weight={0: 0.11, 1: 0.89})

#以0，0.11，1，0.89类型权重参数去构建模型

lr\_clf1.fit(x\_train, y\_train) #拟合训练x,y

y\_train\_pred = lr\_clf1.predict(x\_train) #预测y值

print("Confusion matrix (training):\n {0}\n".format(confusion\_matrix(y\_train, y\_train\_pred)))

#输出混淆矩阵结果

print("Classification report (training):\n {0}".format(classification\_report(y\_train, y\_train\_pred)))

#输出分类报告结果

y\_test\_pred = lr\_clf1.predict(x\_test)

print("Confusion matrix (validation):\n {0}\n".format(confusion\_matrix(y\_test, y\_test\_pred)))

#测试输出混淆矩阵结果

print("Classification report (validation):\n {0}".format(classification\_report(y\_test, y\_test\_pred)))

#测试输出分类报告结果

2.优化模型

相关代码如下：

#参数调整

lr\_clf\_tuned = LogisticRegression(class\_weight={0: 0.03, 1: 0.97})

lr\_clf\_params = {

"penalty": ["l1", "l2"],

"C": [1, 1.3, 1.5, 1.7, 2]

}

lr\_clf\_cv = GridSearchCV(lr\_clf\_tuned, lr\_clf\_params, cv=5)

lr\_clf\_cv.fit(x\_train, y\_train)

print(lr\_clf\_cv.best\_params\_)

9.3.3 模型评估及保存

#采用最优参数构建逻辑回归模型

lr\_clf2 = LogisticRegression(penalty="l2", C=1, class\_weight={0: 0.11, 1: 0.89}) #增加正则化项,正则化强度1

lr\_clf2.fit(x\_train, y\_train) #拟合x,y

y\_train\_pred = lr\_clf2.predict(x\_train)

print("Confusion matrix (training):\n {0}\n".format(confusion\_matrix(y\_train, y\_train\_pred)))

#输出混淆矩阵结果

print("Classification report (training):\n {0}".format(classification\_report(y\_train, y\_train\_pred)))

#输出分类报告结果

y\_test\_pred = lr\_clf2.predict(x\_test)

print("Confusion matrix (validation):\n {0}\n".format(confusion\_matrix(y\_test, y\_test\_pred)))

print("Classification report (validation):\n {0}".format(classification\_report(y\_test, y\_test\_pred)))

#绘制ROC曲线

y1\_valid\_score\_lr2 = lr\_clf2.predict\_proba(x\_test)

fpr\_lr2, tpr\_lr2, thresholds\_lr2 = roc\_curve(y\_test, y1\_valid\_score\_lr2[:, 1])

roc\_auc\_lr2 = auc(fpr\_lr2, tpr\_lr2)

plt.plot(fpr\_lr2, tpr\_lr2, lw=2, alpha=.6)

plt.plot([0, 1], [0, 1], lw=2, linestyle="--")

plt.xlim([0, 1])

plt.ylim([0, 1.05])

plt.xlabel("误报率")

plt.ylabel("命中率")

plt.title("逻辑回归算法的ROC曲线")

plt.legend(["(AUC {:.4f})".format(roc\_auc\_lr2)], fontsize=9, loc=2)

<matplotlib.legend.Legend at 0x1fd985ed0f0>

#绘制逻辑回归算法的ROC曲线

9.3.4 模型预测

相关代码如下：

#对test的结果进行输出，并保存为Results.csv文件

ytest\_pred = lr\_clf2.predict(xtest)

type(ytest\_pred)

print(ytest\_pred)

from pandas import Series, DataFrame

predictY = DataFrame(ytest\_pred,columns=['y'])

predictY.to\_csv('Results.csv', encoding = 'utf-8', index=False , header=False) #对预测结果输出为Results表格形式

9.4朴素贝叶斯算法模型实现

9.4.1 数据预处理

相关代码如下：

#导入所需库

from collections import Counter

import numpy as np

import pandas as pd

from sklearn.model\_selection import train\_test\_split

#用于随机划分训练子集和测试子集

import matplotlib.pyplot as plt #导入绘图库

import math

from sklearn.metrics import roc\_auc\_score #用于绘制ROC曲线并计算AUC值

from sklearn.metrics import confusion\_matrix #混淆矩阵

from sklearn.metrics import classification\_report

#返回精确度、召回率及F1值

from sklearn import metrics #便于调用各种评价指标函数

%matplotlib inline

plt.style.use("ggplot")

#画图观测数学型数据分布

def plot(counter):

d = dict(counter)

plt.bar(d.keys(),d.values())

plt.show()

data = pd.read\_csv("Train.csv",encoding = "utf-8")

data = data.drop('duration',axis=1)

#观测数据分布过程

print(Counter(data[data['y']=='no']['nr.employed']))

#标签为“no”的数据中特征“nr.employed”的分布

print(Counter(data[data['y']=='yes']['nr.employed']))

#标签为“yes”的数据中特征“nr.employed”的分布

plot(Counter(data[data['y']=='no']['nr.employed'])) #绘制图像

plot(Counter(data[data['y']=='yes']['nr.employed'])) #部分数据特征分布

#对特征pdays进行二分类

data.loc[data['pdays']!=999,"pdays"] = 1

data.loc[data['pdays']==999,"pdays"] = 0

#对euribor3m（同行拆借利率）特征进行区域划分

range\_eu=sorted(dict(Counter(data[data['y']=='yes']['euribor3m'])).keys())

eu = 0.5

#将连续型的分布按照区域划分，转化连续为离散

for i in range(10):

data.loc[(range\_eu[0]+eu\*i <=data['euribor3m']) & (data['euribor3m']<range\_eu[0]+eu\*(i+1)),'euribor3m'] = range\_eu[0]+eu\*i+eu\*1/2

#绘制分布直方图

plot(Counter(data[data['y']=='no']['euribor3m']))

plot(Counter(data[data['y']=='yes']['euribor3m']))

#将连续型分布转化为离散型分布

#对特征cons.conf.idx区间划分，化连续为离散

range\_conf = sorted(dict(Counter(data[data['y']=='yes']['cons.conf.idx'])).keys())

para = 1

for i in range(15):

data.loc[(range\_conf[0]+para\*i <=data['cons.conf.idx']) & (data['cons.conf.idx']<range\_conf[0]+para\*(i+1)),'cons.conf.idx'] = range\_conf[0]+para\*i+para\*1/2

#去除某些连续值特征（正态分布、几何分布），只保存离散值特征

tra\_feature = list(data.columns)

tra\_feature.remove('cons.price.idx')

tra\_feature.remove('campaign')

print(tra\_feature)

#已知标签的数据按4:1拆分成训练集和验证集

X\_train, X\_test, y\_train, y\_test = train\_test\_split(data[data.columns[:-1]], data[data.columns[-1]], test\_size=0.2, random\_state=0)

#训练集中的yes和no样本比例

y\_pro ={}

d=dict(Counter(y\_train))

for key in d:

d[key] = d[key]/len(X\_train)

y\_pro = d

print(y\_pro)

#yes条件概率列表（内部元素为各特征的字典）

feature\_yes\_pro = []

X\_train\_yes = X\_train[y\_train=='yes']

for x in tra\_feature[:-1]:

d = dict(Counter(X\_train\_yes[x])) #计算某一特征中各取值的数量

for key in d:

d[key] = d[key]/len(X\_train\_yes) #计算某一特征中各取值的条件概率

feature\_yes\_pro.append(d)

print("yes条件概率列表")

print(feature\_yes\_pro[1]) #打印标签为yes的数据中特征1的条件概率分布

print('\n')

print(feature\_yes\_pro[2])

print('\n')

print(feature\_yes\_pro[3])

print('\n')

print("......")

print('\n')

#no条件概率列表（内部元素为各特征的字典）

feature\_no\_pro = []

X\_train\_no = X\_train[y\_train=='no']

for x in tra\_feature[:-1]:

d = dict(Counter(X\_train\_no[x]))

for key in d:

d[key] = d[key]/len(X\_train\_no)

feature\_no\_pro.append(d)

print(feature\_no\_pro[1])

print('\n')

print(feature\_no\_pro[2])

print('\n')

print(feature\_no\_pro[3])

print('\n')

print("......")

9.4.2 模型构建

相关代码如下：

#朴素贝叶斯模型建立

X\_test\_l = np.array(X\_test.drop(['cons.price.idx','campaign'],axis = 1,inplace=False)).tolist()

result = []

result\_bool=[]

index = 0

#将验证集中的数据逐条计算后验概率

for i in X\_test\_l:

num = 0

p\_yes = 1

p\_no =1

#朴素贝叶斯公式的实现

for x in i:

if not (x in feature\_yes\_pro[num].keys()):

a\_yes\_pro = 1/(len(X\_train\_yes)+2)

if not (x in feature\_no\_pro[num].keys()):

a\_no\_pro = 1/(len(X\_train\_no)+2)

else: a\_no\_pro=(dict(Counter(X\_train\_no[tra\_feature[num]]))[x]+1)/(len(X\_train\_no)+2)

p\_yes = p\_yes\*a\_yes\_pro

p\_no = p\_no\*a\_no\_pro

num = num+1

continue

if not (x in feature\_no\_pro[num].keys()):

a\_no\_pro = 1/(len(X\_train\_no)+2)

if not (x in feature\_yes\_pro[num].keys()):

a\_yes\_pro = 1/(len(X\_train\_yes)+2)

else: a\_yes\_pro=(dict(Counter(X\_train\_yes[tra\_feature[num]]))[x]+1)/(len(X\_train\_yes)+2)

p\_yes = p\_yes\*a\_yes\_pro

p\_no = p\_no\*a\_no\_pro

num = num+1

continue

p\_yes = p\_yes\*feature\_yes\_pro[num][x]

p\_no = p\_no\*feature\_no\_pro[num][x]

num = num+1

#结果概率

p\_yes = p\_yes\*y\_pro['yes']

p\_no = p\_no\*y\_pro['no']

index = index+1

if p\_yes>=p\_no: #取后验概率中较大值所对应的标签作为估计结果

result\_bool.append(1)

else:

result\_bool.append(0)

result.append(p\_yes/(p\_yes+p\_no))

9.4.3 模型评估及保存

相关代码如下：

#对模型拟合程度进行检验

y\_test\_bool = list(y\_test)

for i in range(len(y\_test\_bool)):

if y\_test\_bool[i]=='yes': #将预测结果与标签进行比对

y\_test\_bool[i]=1

else:

y\_test\_bool[i]=0

y\_test\_bool = np.array(y\_test\_bool)

result = np.array(result)

print(roc\_auc\_score(y\_test\_bool, result)) #计算并打印AUC值

print(confusion\_matrix(y\_test\_bool, result\_bool, labels=None, sample\_weight=None)) #打印混淆矩阵

print(classification\_report(y\_test\_bool, result\_bool))

#打印分类指标文本报告

#绘制ROC曲线

fpr, tpr, threshold = metrics.roc\_curve(y\_test\_bool, result)

roc\_auc = metrics.auc(fpr, tpr)

plt.plot(fpr, tpr, lw=2, alpha=.6)

plt.plot([0, 1], [0, 1], lw=2, linestyle="--")

plt.xlim([0, 1])

plt.ylim([0, 1])

plt.xlabel("误报率")

plt.ylabel("命中率")

plt.title("ROC 曲线")

plt.legend(["朴素贝叶斯算法 (AUC {:.4f})".format(roc\_auc)],fontsize=10, loc=2)

<matplotlib.legend.Legend at 0x2f6fae3b808>

#绘制朴素贝叶斯算法的ROC曲线

项目10 校园知识图谱问答推荐系统

10.3 模块实现

10.3.1 构造数据集

加载训练集相关代码如下：

def \_read\_data(cls, input\_file):

#读取数据集文件

with codecs.open(input\_file,'r',encoding='utf-8') as f:

lines = []

words = []

labels = []

for line in f:

contends = line.strip()

tokens = contends.split('\t')

if len(tokens) == 2:

words.append(tokens[0])

labels.append(tokens[1])

else:

if len(contends) == 0:

l=''.join([label for label in labels if len(label) > 0])

w = ' '.join([word for word in words if len(word) > 0])

lines.append([l, w])

words = []

labels = []

continue

if contends.startswith("-DOCSTART-"):

words.append('')

continue

return lines

#读取训练集

def get\_train\_examples(self, data\_dir):

return self.\_create\_example(

self.\_read\_data(os.path.join(data\_dir, "train.txt")), "train"

)

#读取验证集

def get\_dev\_examples(self, data\_dir):

return self.\_create\_example(

self.\_read\_data(os.path.join(data\_dir,"dev.txt")),"dev"

)

#读取测试集

def get\_test\_examples(self, data\_dir):

return self.\_create\_example(

self.\_read\_data(os.path.join(data\_dir, "test.txt")), "test")

10.3.2 识别网络

def train\_ner(): #定义训练

import os

from bert\_base.train.train\_helper import get\_args\_parser

from bert\_base.train.bert\_lstm\_ner import train

args = get\_args\_parser()

if True:

import sys

param\_str = '\n'.join(['%20s = %s' % (k, v) for k, v in sorted(vars(args).items())])

print('usage: %s\n%20s %s\n%s\n%s\n' % (' '.join(sys.argv), 'ARG', 'VALUE', '\_' \* 50, param\_str))

print(args)

os.environ['CUDA\_VISIBLE\_DEVICES'] = args.device\_map

train(args=args)

#数据处理代码

def convert\_single\_example(ex\_index, example, label\_list, max\_seq\_length, tokenizer, output\_dir, mode):

#将一个样本进行分析，字和标签转化为ID，结构化到输入特征对象中

label\_map = {}

#1表示从1开始对标签进行索引化

for (i, label) in enumerate(label\_list, 1):

label\_map[label] = i

#保存label->index 的映射

if not os.path.exists(os.path.join(output\_dir, 'label2id.pkl')):

with codecs.open(os.path.join(output\_dir,'label2id.pkl'),'wb')as w:

pickle.dump(label\_map, w)

textlist = example.text.split(' ')

labellist = example.label.split(' ')

tokens = []

labels = []

for i, word in enumerate(textlist):

#分词，不在BERT的vocab.txt中，则进行WordPiece处理，分字可替换为list(input)

token = tokenizer.tokenize(word)

tokens.extend(token)

label\_1 = labellist[i]

for m in range(len(token)):

if m == 0:

labels.append(label\_1)

else: #一般不会出现else分支

labels.append("X")

#tokens = tokenizer.tokenize(example.text)

#序列截断

if len(tokens) >= max\_seq\_length - 1:

tokens = tokens[0:(max\_seq\_length - 2)]

#-2的原因是因为序列需要加一个句首和句尾标志

labels = labels[0:(max\_seq\_length - 2)]

ntokens = []

segment\_ids = []

label\_ids = []

ntokens.append("[CLS]") #句子开始设置CLS标志

segment\_ids.append(0)

#append("O") or append("[CLS]") not sure!

label\_ids.append(label\_map["[CLS]"])

#O或者CLS会减少标签个数，但句首和句尾使用不同的标志标注

for i, token in enumerate(tokens):

ntokens.append(token)

segment\_ids.append(0)

label\_ids.append(label\_map[labels[i]])

ntokens.append("[SEP]") #句尾添加[SEP]标志

segment\_ids.append(0)

#append("O") or append("[SEP]") not sure!

label\_ids.append(label\_map["[SEP]"])

input\_ids = tokenizer.convert\_tokens\_to\_ids(ntokens)

#将序列中的字(ntokens)转化为ID形式

input\_mask = [1] \* len(input\_ids)

#label\_mask = [1] \* len(input\_ids)

#使用padding

while len(input\_ids) < max\_seq\_length:

input\_ids.append(0)

input\_mask.append(0)

segment\_ids.append(0)

label\_ids.append(0)

ntokens.append("\*\*NULL\*\*")

#label\_mask.append(0)

#print(len(input\_ids))

assert len(input\_ids) == max\_seq\_length

assert len(input\_mask) == max\_seq\_length

assert len(segment\_ids) == max\_seq\_length

assert len(label\_ids) == max\_seq\_length

#assert len(label\_mask) == max\_seq\_length

#打印部分样本数据信息

if ex\_index < 5:

tf.logging.info("\*\*\* Example \*\*\*")

tf.logging.info("guid: %s" % (example.guid))

tf.logging.info("tokens: %s" % " ".join(

[tokenization.printable\_text(x) for x in tokens]))

tf.logging.info("input\_ids:%s"% " ".join([str(x) for x in input\_ids]))

tf.logging.info("input\_mask: %s" % " ".join([str(x) for x in input\_mask]))

tf.logging.info("segment\_ids: %s" % " ".join([str(x) for x in segment\_ids]))

tf.logging.info("label\_ids: %s" % " ".join([str(x) for x in label\_ids]))

# tf.logging.info("label\_mask: %s" % " ".join([str(x) for x in label\_mask]))

#结构化为一个类

feature = InputFeatures(

input\_ids=input\_ids,

input\_mask=input\_mask,

segment\_ids=segment\_ids,

label\_ids=label\_ids,

#label\_mask = label\_mask

)

#mode='test'的时候才有效

write\_tokens(ntokens, output\_dir, mode)

return feature

10.3.3 命名实体纠错

class Select\_course:

def \_\_init\_\_(self):

self.f = csv.reader(open('QA/dict/course.txt','r'))

self.course\_name = [i[0].strip() for i in self.f]

self.led = 3

self.limit\_num = 10

self.select\_word = []

self.is\_same = False

self.have\_same\_length = False

self.input\_word = ''

self.is\_include = False

#print(self.course\_name)

#print('列表创建完毕....')

#包含搜索

def select\_first(self, input\_word):

self.select\_word = []

self.is\_same = False

self.is\_include = False

self.have\_same\_length = False

self.input\_word = input\_word

if input\_word in self.course\_name:

self.is\_same = True

self.select\_word.append(input\_word)

if self.is\_same == False:

for i in self.course\_name:

mark = True

for one\_word in input\_word:

if not one\_word in i:

mark = False

if mark:

self.select\_word.append(i)

if len(self.select\_word) != 0:

self.is\_include = True

#print('第一轮筛选:')

#print(self.select\_word)

#模糊搜索

def select\_second(self):

self.led = 3

if self.is\_same or self.is\_include:

return

for name in self.course\_name:

ed = ls.distance(self.input\_word, name)

if ed <= self.led:

self.led = ed

self.select\_word.append(name)

select\_word\_copy1 = copy.deepcopy(self.select\_word)

for name in select\_word\_copy1:

ed = ls.distance(self.input\_word, name)

if ed > self.led:

self.select\_word.remove(name)

if ed == self.led and len(name) == len(self.input\_word):

self.hava\_same\_length = True

#print('第二轮筛选:')

#print(self.select\_word)

class Select\_name:

def \_\_init\_\_(self): #定义初始化

self.f = csv.reader(open('QA/dict/teacher.csv','r'))

self.teacher\_name = [i[0] for i in self.f]

self.led = 3

self.limit\_num = 10

self.select\_word = []

self.have\_same\_length = False

self.is\_same = False

self.input\_word = ''

#print(self.teacher\_name)

#print('列表创建完毕....')

def select\_first(self, input\_word): #定义首选

self.select\_word = []

self.have\_same\_length = False

self.is\_same = False

self.input\_word = input\_word

if input\_word in self.teacher\_name:

self.is\_same = True

self.select\_word.append(input\_word)

if self.is\_same == False:

for name in self.teacher\_name:

ed = ls.distance(self.input\_word, name)

if ed <= self.led:

self.led = ed

self.select\_word.append(name)

select\_word\_copy1 = copy.deepcopy(self.select\_word)

for name in select\_word\_copy1:

ed = ls.distance(self.input\_word, name)

if ed > self.led:

self.select\_word.remove(name)

if ed == self.led and len(name) == len(self.input\_word):

self.hava\_same\_length = True

#print('第一轮筛选:')

#print(self.select\_word)

return

def select\_second3(self): #定义后续筛选

if self.is\_same == True or len(self.input\_word) != 3:

return

select\_word\_copy2 = copy.deepcopy(self.select\_word)

if self.hava\_same\_length:

for name in select\_word\_copy2:

if len(self.input\_word)!=len(name):

self.select\_word.remove(name)

#print('第二轮筛选:')

#print(self.select\_word)

def select\_third3(self):

if self.is\_same == True or len(self.input\_word) != 3:

return

select\_word\_copy3 = copy.deepcopy(self.select\_word)

self.select\_word = []

for name in select\_word\_copy3:

if name[0] == self.input\_word[0] and name[2] == self.input\_word[2]:

self.select\_word.append(name)

for name in select\_word\_copy3:

if not(name[0]==self.input\_word[0]and name[2]== self.input\_word[2]):

self.select\_word.append(name)

#print('第三轮筛选:')

#print(self.select\_word)

def limit\_name\_num(self):

while(len(self.select\_word)>self.limit\_num):

self.select\_word.pop()

#print('列表大小限制:')

#print(self.select\_word)

10.3.4 检索问题类别

相关代码如下：

if self.check\_words(self.direction\_qwds,question)and('teacher' in types):     question\_type = 'teacher\_direction'

     question\_types.append(question\_type)

  if self.check\_words(self.location\_qwds, question)and ('teacher' in types):     question\_type = 'teacher\_location'

     question\_types.append(question\_type)

  if self.check\_words(self.telephone\_qwds,question)and ('teacher' in types):   question\_type = 'teacher\_telephone'

     question\_types.append(question\_type)

10.3.5 查询结果

相关代码如下：

if final\_question\_type == 'teacher\_direction':

    sql = "MATCH (m:Teacher) where m.name = '{0}' return m.name, m.research\_direction".format(i)

  if final\_question\_type == 'teacher\_location':

    sql = "MATCH (m:Teacher) where m.name = '{0}' return m.name, m.office\_location".format(i)

  if final\_question\_type == 'teacher\_telephone':

    sql = "MATCH (m:Teacher) where m.name = '{0}' return m.name, m.telephone".format(i)

#连接数据库

def \_\_init\_\_(self):

   self.g = Graph(

         "http://10.3.55.50:7474/browser",

         user="\*\*\*\*\*\*\*\*",

         password="\*\*\*\*\*\*\*\*")

      self.num\_limit = 30

#查询结果并返回编写的模版答案语句

def search\_main(self, sqls, final\_question\_types):

      final\_answers = []

      temp\_data = []

      data = []

      for i in sqls:

          for one\_sql in i:

              temp\_data.append(self.g.run(one\_sql).data()[0])

              #print(temp\_data)

          data.append(temp\_data)

          temp\_data = []

      #print(data)

      temp\_answer = []

      answer = []

      for i in zip(final\_question\_types, data):

          for one\_type\_and\_data in zip(i[0],i[1]):

         temp\_answer.append(self.answer\_prettify(one\_type\_and\_data[0],one\_type\_and\_data[1]))

          answer.append(temp\_answer)

          temp\_answer = []

      return answer

重复询问以剔除错误的备选

ask\_again = ''

final\_question\_types = []

for i in zip(tags, pre\_words):

     #print(i)

     if len(i[1]) == 1:

         final\_question\_types.append(classifier.classify(text, i[0]))

         final\_words.append(i[1][0])

      if len(i[1]) > 1:

         print('>1')

         if i[0] == 'teacher':

             ask\_again = '请问您要询问的是哪个老师的信息：{0}'.format(','.join(i[1]))

         if i[0] ==  'course':

             ask\_again = '请问您要询问的是哪门课程的信息：{0}'.format(','.join(i[1]))

         #print(ask\_again)

         answer\_again = input(ask\_again)

         final\_words.append(answer\_again)

         final\_question\_types.append(classifier.classify(text, i[0]))

项目11 新闻推荐系统

11.3 模块实现

11.3.1 数据预处理

11.3.2 热度值计算

新闻热度值计算对应的函数为：

def calHotValue(self):

base\_time = datetime.now()

sql = "select new\_id, new\_cate\_id, new\_seenum, new\_disnum, new\_time from new"

self.cursor.execute(sql)

result\_list = self.cursor.fetchall()

result = list()

for row in result\_list:

diff=base\_time-datetime.strptime(str(row[4].date()),'%Y-%m-%d')

hot\_value = row[2] \* 0.4 + row[3] \* 0.5 - diff.days \* 0.1

result.append((row[0],row[1],hot\_value))

return result

11.3.3 相似度计算

1.新闻分词处理

使用Python的xlrd.open\_work()函数加载Excel文件。加载原始数据对应的函数实现为：

#加载数据

def loadData(self):

news\_dict = dict()

#使用xlrd加载xlsx格式文件,返回一个table对象

table = xlrd.open\_workbook(self.file).sheets()[0]

#遍历每一行

for row in range(1,table.nrows):

#将每一列返回为一个数组

line = table.row\_values(row, start\_colx=0, end\_colx=None)

new\_id = int(line[0])

news\_dict.setdefault(new\_id,{})

news\_dict[new\_id]["tag"]= line[1]

news\_dict[new\_id]["title"] = line[5]

news\_dict[new\_id]["content"] = line[-1]

return news\_dict

原始数据加载之后保存在变量news\_dict中，在文章标题分词时使用，分词使用的是jieba.analyse.extract\_tags()函数。

#调用jieba分词获取每篇文章的关键词

def getKeyWords(self):

news\_key\_words = list()

#加载停用词表

stop\_words\_list=[line.strip()for line in open

("./../files/stop\_words.txt").readlines()]

for new\_id in self.news\_dict.keys():

if self.\_type == 1:

#allowPOS 提取地名、名词、动名词、动词

keywords = jieba.analyse.extract\_tags(

self.news\_dict[new\_id]["title"]

+self.news\_dict[new\_id]["content"],

topK=10,

withWeight=False,

allowPOS=('ns', 'n', 'vn', 'v')

)

news\_key\_words.append(str(new\_id)+'\t'+",".join(keywords))

elif self.\_type == 2:

#cut\_all :False 表示精确模式

keywords=jieba.cut(

self.news\_dict[new\_id]["title"],cut\_all=False)

kws = list()

for kw in keywords:

if kw not in stop\_words\_list and kw != " "

and kw != " ":

kws.append(kw)

news\_key\_words.append(str(new\_id)+'\t'+

",".join(kws))

else:

print("请指定获取关键词的方法类型<1：TF-IDF 2：标题分词法>")

return news\_key\_words

2.计算相似度

新闻相似度的计算采用杰卡德相似系数，其对应函数为：

def getCorrelation(self):

news\_cor\_list = list()

for newid1 in self.news\_tags.keys():

id1\_tags = set(self.news\_tags[newid1].split(","))

for newid2 in self.news\_tags.keys():

id2\_tags = set(self.news\_tags[newid2].split(","))

if newid1 != newid2:

print( newid1 + "\t" + newid2 + "\t" +

str(id1\_tags & id2\_tags) )

cor = ( len(id1\_tags & id2\_tags) ) / len

(id1\_tags | id2\_tags)

if cor > 0.0:

news\_cor\_list.append([newid1,newid2,

format(cor,".2f")])

return news\_cor\_list

11.3.4 新闻统计

相关代码如下：

#获取每个标签下对应的文章

def getNewsTags(self):

result = dict()

for file in os.listdir(self.kw\_path):

path = self.kw\_path + file

for line in open(path, encoding= "utf-8").readlines():

try:

newid, tags = line.strip().split("\t")

except:

print("%s 下无对应标签" % newid)

for tag in tags.split(","):

if tag in ALLOW\_TAGS:

sql = "select new\_hot from newhot where new\_id=%s" % newid

self.cursor.execute(sql)

hot\_value = self.cursor.fetchone()

result.setdefault(tag,{})

result[tag][newid]=hot\_value[0]

return result

#对每个标签下的新闻进行排序，并写入mysql

def writeToMySQL(self):

for tag in self.result.keys():

for newid in self.result[tag].keys():

sql\_w = "insert into newtag( new\_tag,new\_id,new\_hot ) values('%s', '%s' ,%s)"

% (tag, newid, self.result[tag][newid])

try:

self.cursor.execute(sql\_w)

self.db.commit()

except:

print("rollback", tag,newid,self.result[tag][newid])

self.db.rollback()

11.3.5 API接口开发

相关代码如下：

def home(request):

#从前端请求中获取cateid

\_cate = request.GET.get("cateid")

if "username" not in request.session.keys():

return JsonResponse({ "code":0 })

total = 0 #总页数

#如果cate 是为你推荐，走该部分逻辑tag\_flag = 0表示不是从标签召回数据

if \_cate == "1":

news, news\_hot\_value = getRecNews(request)

#如果cate 是热度榜，走该部分逻辑

elif \_cate == "2":

news,news\_hot\_value = getHotNews()

#其他正常的请求获取

else:

\_page\_id = int(request.GET.get("pageid"))

news = new.objects.filter(new\_cate=\_cate).order\_by("-new\_time")

total = news.\_\_len\_\_()

news = news[\_page\_id \* 10:(\_page\_id+1) \* 10]

#数据拼接

result = dict()

result["code"] = 2

result["total"] = total

result["cate\_id"] = \_cate

result["cate\_name"] = str(cate.objects.get(cate\_id=\_cate))

result["news"] = list()

for one in news:

result["news"].append({

"new\_id":one.new\_id,

"new\_title":str(one.new\_title),

"new\_time": one.new\_time,

"new\_cate": one.new\_cate.cate\_name,

"new\_hot\_value": news\_hot\_value[one.new\_id] if \_cate == "2" or \_cate == "1" else 0 ,

"new\_content": str(one.new\_content[:100])

})

return JsonResponse(result)

相关函数如下：

#热度榜排序逻辑：new\_seenum\*0.3+new\_disnum\*0.5+

(new\_date-base\_data)\* 0.2

def getHotNews():

#从新闻热度表中取top 20数据

all\_news=newhot.objects.order\_by("new\_hot").

values("new\_id","new\_hot")[:20]

all\_news\_id = [one["new\_id"] for one in all\_news]

all\_news\_hot\_value = { one["new\_id"]:one["new\_hot"]

for one in all\_news}

#返回热度榜单数据

return new.objects.filter(new\_id\_\_in=all\_news\_id),

all\_news\_hot\_value

#为你推荐的数据获取逻辑

def getRecNews(request):

tags = request.GET.get('tags')

baseclick = request.GET.get("baseclick")

tag\_flag = 0 if tags == "" else 1

tags\_list= tags.split(",")

uname = request.session["username"]

#标签召回逻辑

if tag\_flag == 1 and int(baseclick) == 0:

num = (20 / len(tags\_list)) + 1

news\_id\_list = list()

news\_id\_hot\_dict = dict()

for tag in tags\_list:

result= newtag.objects.filter

(new\_tag=tag).values("new\_id","new\_hot")[:num]

for one in result:

news\_id\_list.append(one["new\_id"])

news\_id\_hot\_dict[one["new\_id"]] = one["new\_hot"]

return new.objects.filter(new\_id\_\_in=news\_id\_list)

[:20], news\_id\_hot\_dict

#正常排序逻辑

elif tag\_flag ==0:

#首先判断用户是否有浏览记录

#如果有该用户的浏览记录，则从浏览的新闻获取相似的新闻返回

if newbrowse.objects.filter(user\_name=uname).exists():

#判断用户浏览的新闻是否够10个，如果够每个取两个相似，不够则每个取20/真实个数+1相似

num = 0

browse\_dict = newbrowse.objects.filter

(user\_name=uname).order\_by

("new\_browse\_time").values("new\_id")[:10]

if browse\_dict.\_\_len\_\_() < 10:

num = ( 20 / browse\_dict.\_\_len\_\_()) +1

else:

num = 2

news\_id\_list = list()

all\_news\_hot\_value = dict()

#遍历最近浏览的N篇新闻，每篇新闻取num篇相似新闻

for browse\_one in browse\_dict:

for one in newsim.objects.filter

(new\_id\_base=browse\_one["new\_id"]).order\_by("-new\_correlation")

[:num]:news\_id\_list.append(one.new\_id\_sim)all\_news\_hot\_value

[one.new\_id\_sim]= (newhot.objects.filter(new\_id=browse\_one

["new\_id"])[0]).new\_hot

return new.objects.filter(new\_id\_\_in=news\_id\_list)[:20], all\_news\_hot\_value

#如果该用户没有浏览记录，第一次进入系统且没有选择任何标签，返回热度榜单数据的20～40

else:

#从新闻热度表中取top20 新闻数据

all\_news = newhot.objects.order\_by("-new\_hot").values

("new\_id", "new\_hot")[20:40]

all\_news\_id = [one["new\_id"] for one in all\_news]

all\_news\_hot\_value = {one["new\_id"]: one["new\_hot"]

for one in all\_news}

print(all\_news\_hot\_value)

#返回热度榜单数据

return new.objects.filter(new\_id\_\_in=all\_news\_id),

all\_news\_hot\_value

11.3.6 前端界面实现

1.运行逻辑

#选择用户登录

def login(request):

if request.method == "GET":

result = dict()

result["users"]=ALLOW\_USERS

result["tags"]=ALLOW\_TAGS

return JsonResponse(result)

elif request.method == "POST":

#从前端获取用户名并写入 session

uname = request.POST.get('username')

request.session["username"]=uname

#前端将标签以逗号拼接的字符串形式返回

tags= request.POST.get('tags')

return JsonResponse({"username": uname,

"tags": tags,"baseclick":0 , "code": 1})

#主页

def home(request):

#从前端请求中获取cate

\_cate = request.GET.get("cateid")

if "username" not in request.session.keys():

return JsonResponse({ "code":0 })

total = 0 #总页数

#如果cate 是推荐页面，走该部分逻辑tag\_flag = 0表示不是从标签召回数据

if \_cate == "1":

news, news\_hot\_value = getRecNews(request)

#如果cate 是热度榜，走该部分逻辑

elif \_cate == "2":

news,news\_hot\_value = getHotNews()

#其他正常的请求获取

else:

\_page\_id = int(request.GET.get("pageid"))

news = new.objects.filter(new\_cate=\_cate).order\_by("-new\_time")

total = news.\_\_len\_\_()

news = news[\_page\_id \* 10:(\_page\_id+1) \* 10]

#切换用户

def switchuser(request):

if "username" in request.session.keys():

uname = request.session["username"]

#删除新闻浏览表中的记录

newbrowse.objects.filter(user\_name=uname).delete()

print("删除用户: %s 的新闻浏览记录 ..." % uname)

#删除session值

del request.session["username"]

print("用户: %s 执行了切换用户动作，删除其对应的session值 ..." % uname)

return JsonResponse({"code":1})

#return HttpResponseRedirect("/index/login/")

2.前端界面的数据配置

#数据库

#mysql配置

DB\_HOST = "127.0.0.1"

DB\_PORT = 3306

DB\_USER = "root"

DB\_PASSWD = "12345678"

DB\_NAME = "newsrec"

DATABASES = {

'default': {

'ENGINE': 'django.db.backends.mysql',

'NAME': DB\_NAME,

'USER': DB\_USER,

'PASSWORD': DB\_PASSWD,

'HOST': DB\_HOST,

'PORT': DB\_PORT

}

}

#密码验证

AUTH\_PASSWORD\_VALIDATORS = [

{

'NAME': 'django.contrib.auth.password\_validation.UserAttributeSimilarityValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.MinimumLengthValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.CommonPasswordValidator',

},

{

'NAME': 'django.contrib.auth.password\_validation.NumericPasswordValidator',

},

]

#配置可使用的用户，以便完善整个界面的应用演示

ALLOW\_USERS = ["张三","李四","王五"]

#配置选择用户进入下一页可被显示的标签

ALLOW\_TAGS = ["峰会","AI","技术","百度","互联网","金融","旅游","扶贫","改革开放","战区","公益","中国","脱贫","经济","慈善","文化","文学","国风","音乐","综艺","101"]

3.前端界面配置

import Vue from 'vue'

import App from './App'

import router from './router'

import animate from 'animate.css'

import './assets/style/common.less'

import commontool from './assets/js/tool'

import store from './store'

import layer from 'vue-layer'

Vue.prototype.$layer = layer(Vue)

Vue.use(commontool)

Vue.config.productionTip = false

new Vue({

el: '#app',

router,

store,

components: { App },

template: '<App/>'

})

//此处为“主页（Home）”、“新闻页面（News）”、“登陆页面（Login）”三种页面提供了路由

import Vue from 'vue'

import Router from 'vue-router'

import store from '../store'

import home from '@/pages/Home'

import news from '@/pages/News'

import login from '@/pages/Login'

Vue.use(Router)

const router = new Router({

routes: [

{

path: '/',

name: 'home',

component: home,

meta: {

needLogin: true

}

},

{

path: '/news',

name: 'news',

component: news,

meta: {

needLogin: true

}

},

{

path: '/login',

name: 'login',

component: login,

meta: {

needLogin: false

}

}

]

})

router.beforeEach((to, from, next) => {

if (to.meta.needLogin) {

if (store.state.vuexlogin.isLogin || localStorage.getItem('username')) {

next()

} else {

next({

path: '/login',

query: {redirect: to.fullPath}

})

}

} else {

next()

}

})

export default router

#JavaScript语言三种Vue构架（Home.vue,Login.vue,News.vue）

#前端是一个网页界面，用到了HTML语言。主要涉及一点界面属性（例如界面文字编码格式）的配置

<!DOCTYPE html>

<html>

<head>

<meta charset="utf-8">

<meta name="viewport" content="width=device-width,initial-scale=1.0">

<title>Recommon</title>

<link href="./static/style/reset.css" rel="stylesheet" />

</head>

<body style="margin:0">

<div id="app"></div>

</body>

</html>

项目12 口红色号检测推荐系统

12.3 模块实现

12.3.1 数据预处理

1.源数据的存储

2. 处理数据

本部分代码因需要处理多个品牌，代码结构相似，存在重复现象，本处以口红品牌M.A.C为例展示处理方法，相关代码如下：

#-\*- coding: utf-8 -\*-

import json

import re

import os

path="D:/homework/大三下信息系统设计/lipsticks/"

brand="mac/"

brandpathli=[]

dict\_Brand={"name":brand[:-1],"series":None}

dict\_series={"name":None,"lipsticks":None}

dict\_name={"color":"#ffffff", "id":"-1", "name":"none"}

#预设参数，在处理不同品牌时，只需要改变brand和path中的内容即可

def par\_mac(str):

#对该口红的品牌、颜色、色号进行匹配

dict\_name={"color":"#ffffff", "id":"-1", "name":"none"}

#设定默认值，当发现颜色是黑色或ID=-1可及时丢弃不合法的列表

matchObj\_color = re.search( r'#\w{6}', str, re.M|re.I)

if (matchObj\_color!=None):

dict\_name["color"]=matchObj\_color.group().upper()

#print (matchObj\_color.group())调试代码

matchObj\_id = re.search( r"\">\d{3}" , str, re.M|re.I)

if (matchObj\_id!=None):

dict\_name["id"]=matchObj\_id.group()[2:]

#print (matchObj\_id.group()[2:])调试代码

matchObj\_name = re.search( r">\d{0,}[ ]?([A-Z][a-z]\*[,]?[ ]?[!?]?){1,}" , str, re.M|re.I)

if (matchObj\_name!=None):

dict\_name["name"]=matchObj\_name.group()[1:]

return dict\_name

#查找文件夹内所有文件的名称

def eachFile(filepath):

pathDir = os.listdir(filepath)

for allDir in pathDir:

child = os.path.join('%s%s' % (filepath, allDir))

print("children",child)#即该目录下所有文件的名字

brandpathli.append(child)

#读取文件路径名对应的内容

def readFile(filename):

fopen = open(filename, 'r') #r 代表read

list\_series=[]#文件中每一行的内容

for eachLine in fopen:

#print( "读取到得内容如下：",eachLine)调试代码

dict\_name=par\_mac(eachLine)

if(dict\_name["color"]=="#ffffff"):

continue

list\_series.append(dict\_name)

fopen.close()

return list\_series#返回每个系列的所有口红

if \_\_name\_\_ == '\_\_main\_\_':

#filePath = path+brand+subpath调试代码，可以通过不同方式访问数据

filePathC = path+brand

eachFile(filePathC)

list\_brand=[]

for i in brandpathli:

dict\_series={"name":None,"lipsticks":None}

list\_series=readFile(i) #每个系列的所有口红

#print(dict\_name)调试代码

brandname=i.split('/')[-1].split('.')[0]

#print("mainpring",brandname)调试代码

dict\_series["name"]=brandname

dict\_series["lipsticks"]=list\_series

#获得{系列名，口红色号}字典

list\_brand.append(dict\_series)

print("dict\_series",list\_brand)

dict\_Brand["series"]=list\_brand

#dict\_Brand["brands"][1]["series"]调试代码

file = open('D:/homework/大三下信息系统设计/json/'+brand.split('/')[0]+'.json','w',encoding='utf-8')

#在遇到长文本时需要处理编码格式以保证存入的数据不是乱码

json = json.dump(dict\_Brand,file)

print(json)

file.close()

12.3.2 系统搭建

1.人脸识别

在识别唇部之前，定位到人脸，用face\_recognition对图片中进行人脸识别。

import face\_recognition

path="\*.jpg"

#放入一张照片

image = face\_recognition.load\_image\_file(path)

#找到图片中所有人脸

print(type(image))

face\_locations = face\_recognition.face\_locations(image)

print(face\_locations)

#或者在图像中找到面部特征（还可以通过len(face\_locations)得到图片中的人脸数

face\_landmarks\_list = face\_recognition.face\_landmarks(image)

print(face\_landmarks\_list)

#为图像中的每个人脸获取face\_encodings

list\_of\_face\_encodings = face\_recognition.face\_encodings(image)

2.提取唇部轮廓并创建蒙版

pil\_image = Image.fromarray(image)

a=pil\_image.size

#改变类型

print(a,type(a))

blank\_mouse = Image.new('RGB', (a[0],a[1]), (0, 0, 0))

#新建一张黑色图片

for face\_landmarks in face\_landmarks\_list:

    d = ImageDraw.Draw(blank\_mouse, 'RGBA')

    #把嘴唇涂白

    d.polygon(face\_landmarks['top\_lip'], fill=(255,255,255,255))

    d.polygon(face\_landmarks['bottom\_lip'], fill=(255, 255,255, 255))

    d.line(face\_landmarks['top\_lip'], fill=(255, 255,255, 255), width=8)

blank\_mouse.show()

#展示

blank\_mouse=blank\_mouse.crop((pos[3], pos[0], pos[1], pos[2]))

#(left, upper, right, lower) 修剪面部区域

Image.\_show(blank\_mouse)

3.划分嘴唇区域

def masklayer(origin,mask):

#创建函数，origin和mask均为Image函数对应的图片格式，将其转换为数组，再操作

    mask1=np.array(mask)

    print(mask1.shape)

    origin1=np.array(origin)

    print(origin1.shape)

    for i in range(len(mask1)):

        for j in range(len(mask1[i])):

        #如果mask在这个区域是黑色的，则程序不需要这部分图片内容设定原图中该区域rgb=000

if (mask1[i][j][1]>=128):#保留嘴唇区域

                pass

             else:#其他区域变为黑色

                origin1[i][j]=[0,0,0]

    new\_png = Image.fromarray(origin1)

    new\_png.show()

    #new\_png.save('testpic.JPG')

return new\_png

#调用编写的函数，将嘴唇区域框选出来

cropped=masklayer(cropped\_face,blank\_mouse)

4.提取图片颜色

import colorsys

import PIL.Image as Image

def get\_dominant\_color(image):

    #颜色模式转换，以便输出RGB颜色值

    image = image.convert('RGB')

    #生成缩略图，减少计算量，减小cpu压力，缩短运算时间

    image.thumbnail((200, 200))

    max\_score =0

    dominant\_color = 0

    for count,(r,g,b) in image.getcolors(image.size[0]\*image.size[1]):

        #忽略黑色背景

        if (r<100) :

            continue

        #转换为HSV获取颜色饱和度，范围（0,1）

        saturation = colorsys.rgb\_to\_hsv(r/255.0, g/255.0, b/255.0)[1]

        #转换为YUV计算亮度

        y = min(abs(r\*2104+g\*4130+b\*802+4096+131072)>>13,235)

        #将亮度从（16，235）缩放到（0,1）

        y = (y-16.0)/(235-16)

        #忽略高亮色

        if y > 0.9:

            continue

        #选择饱和度高的颜色

        #将饱和度加0.1，这样就不会通过将计数乘以0来完全忽略灰度颜色，但给它们较低的权重

        score = (saturation+0.1)\*count

        if score > max\_score:

            max\_score = score

            dominant\_color = (r,g,b)

    return dominant\_color

5.获取色号库

def RGBhex\_2RGB(rgb\_hex):

#print(rgb\_hex) 调试代码

RGB=[0,0,0]

temp\_num=0

for i in range(len(rgb\_hex)):

temp\_num=0

temp=rgb\_hex[i]

if(i!=0):

#将字母转换为ASCII表中位置

if(temp>='A'and temp<='F'):

temp\_num=ord(temp)-55

#将ABCDEF转换为10~15间的数字

else:

#将字符数字转换为0~9间的数字

temp\_num=ord(temp)-48

if(i%2==1):

#根据位置乘进制

RGB[int((i/2)-0.5)]=RGB[int((i/2)-0.5)]+16\*temp\_num

else:

RGB[int((i/2)-0.5)]=RGB[int((i/2)-0.5)]+temp\_num

#print(RGB)调试代码

return RGB

import numpy as np

import json

#对色号库进行操作

#将品牌、系列颜色ID和颜色名称保存到汇总列表中

def operate(target\_color):

sum\_all=0

with open('lipstick.json', 'r', encoding='utf-8') as f:

js2dic = json.load(f)

#读取json

brands\_n=len(js2dic['brands'])

print(brands\_n)

series\_n=0

for brands\_i in range(brands\_n):

series\_n=len(js2dic['brands'][brands\_i]['series'])

print("{0} has {1} series".format((js2dic['brands'][brands\_i]['name']),series\_n))

for series\_i in range(series\_n):

brand\_name=js2dic['brands'][brands\_i]['name']

lip\_name=js2dic['brands'][brands\_i]['series'][series\_i]['name']

color\_num=len(js2dic['brands'][brands\_i]['series'][series\_i]['lipsticks'])

sum\_all=color\_num+sum\_all

#计算颜色总数

print(sum\_all)

catalog=np.zeros((sum\_all,4), dtype=(str,20))

catalog\_color=np.zeros((sum\_all,3), dtype=int)

#根据颜色数分配空间

rank\_color=np.zeros((sum\_all,1),dtype=int)

6.比较并得出结果

#catalog分为四部分：品牌名称、唇膏名称、色号ID、色号值

#将信息存入表格，这个循环可以将信息存入Python程序建立数组中

sum\_i=0

for brands\_i in range(brands\_n):

series\_n=len(js2dic['brands'][brands\_i]['series'])

#print("brand\_name",js2dic['brands'][brands\_i]['name'])

catalog[sum\_i][0]=js2dic['brands'][brands\_i]['name']

for series\_i in range(series\_n): color\_num=len(js2dic['brands'][brands\_i]['series'][series\_i]['lipsticks'])

for color\_i in range(color\_num):

catalog[sum\_i][0]=js2dic['brands'][brands\_i]['name'] catalog[sum\_i][1]=js2dic['brands'][brands\_i]['series'][series\_i]['name'] catalog[sum\_i][2]=js2dic['brands'][brands\_i]['series'][series\_i]['lipsticks'][color\_i]['name'] catalog[sum\_i][3]=js2dic['brands'][brands\_i]['series'][series\_i]['lipsticks'][color\_i]['id'] catalog\_color[sum\_i]=RGBhex\_2RGB(js2dic['brands'][brands\_i]['series'][series\_i]['lipsticks'][color\_i]['color'])

sum\_i+=1

#print(sum\_i)调试代码

print(catalog.shape)

RGB\_distance=np.zeros((sum\_all,1), dtype=float)

for i in range(sum\_all):

#计算相似度，target是此前通过domain得到的值

RGB\_distance[i]=abs(target\_color[0]-catalog\_color[i][0])+abs((target\_color[1]-catalog\_color[i][1])\*(1/5))+abs(target\_color[2]-catalog\_color[i][2])

RGB\_distance.tolist()

result=sorted(range(len(RGB\_distance)), key=lambda k: RGB\_distance[k])

#获得颜色最像的三只口红（以颜色的相近度为规则排序，返回位置数据）

print("颜色最像的三只口红及其颜色")

result\_show=[]

for i in range(3):

loc=result[i]

color\_show=tuple(catalog\_color[loc])

print("catalog index",catalog[loc],color\_show)

#operate([155, 44, 69]) 调试代码

if \_\_name\_\_ == '\_\_main\_\_':

get=get\_dominant\_color(cropped)

print("获得的口红颜色{0}".format(get))

#计算相似度，get是此前通过domain得到的值

operate(get)

7.创建图形化界面

#-\*- coding: utf-8 -\*-

#从读取ui文件“myuidesign.ui”生成的窗体实现

#创建人：PyQt5 UI代码生成器5.10

#警告！此文件中做的所有更改都将丢失

from PyQt5 import QtCore, QtGUI, QtWidgets

from PyQt5.QtWidgets import QFileDialog, QWidget,QGraphicsScene

from PyQt5.QtCore import QFileInfo

from detectface import my\_face\_recognition

try:

    \_fromUtf8 = QtCore.QString.fromUtf8

except AttributeError:

    def \_fromUtf8(s):

        return s

try:

    \_encoding = QtGUI.QApplication.UnicodeUTF8

    def \_translate(context, text, disambig):

        return QtWidgets.QApplication.translate(context, text, disambig, \_encoding)

except AttributeError:

    def \_translate(context, text, disambig):

        return QtWidgets.QApplication.translate(context, text, disambig)

#以上代码处理了文字的编码格式

#建立UI函数

class Ui\_Dialog(object):

    def \_\_init\_\_(self):

        super(Ui\_Dialog, self).\_\_init\_\_()

        self.imgPath=""

        self.face\_recognize\_object =None

        self.showFullImage = True

        self.brand=[]

        self.color=[]

    def setupUi(self, Form): #设置界面

        Form.setObjectName("Form")

        Form.resize(817, 630)

        self.horizontalLayoutWidget = QtWidgets.QWidget(Form)

        self.horizontalLayoutWidget.setGeometry(QtCore.QRect(10,20,801,611))

        self.horizontalLayoutWidget.setObjectName("horizontalLayoutWidget")

        self.horizontalLayout = QtWidgets.QHBoxLayout(self.horizontalLayoutWidget)

        self.horizontalLayout.setContentsMargins(0, 0, 0, 0)

        self.horizontalLayout.setObjectName("horizontalLayout")

        self.verticalLayout\_3 = QtWidgets.QVBoxLayout()

        self.verticalLayout\_3.setObjectName("verticalLayout\_3")

        self.label = QtWidgets.QLabel(self.horizontalLayoutWidget)

        self.label.setMinimumSize(QtCore.QSize(330, 50))

font = QtGUI.QFont()

        font.setFamily("汉仪唐美人W")

        font.setPointSize(36)

        font.setUnderline(False)

        self.label.setFont(font)

        self.label.setWordWrap(False)

        self.label.setObjectName("label")

        self.verticalLayout\_3.addWidget(self.label)

       self.graphicsView=QtWidgets.QGraphicsView(self.horizontalLayoutWidget)

        self.graphicsView.setObjectName("graphicsView")

        self.verticalLayout\_3.addWidget(self.graphicsView)

        self.pushButton = QtWidgets.QPushButton(self.horizontalLayoutWidget)

        font = QtGUI.QFont()

        font.setFamily("汉仪唐美人W")

        self.pushButton.setFont(font)

        self.pushButton.setObjectName("pushButton")

self.pushButton.setMinimumSize(QtCore.QSize(20, 50))

        self.verticalLayout\_3.addWidget(self.pushButton)

        self.horizontalLayout.addLayout(self.verticalLayout\_3)

        self.verticalLayout\_4 = QtWidgets.QVBoxLayout()

        self.verticalLayout\_4.setObjectName("verticalLayout\_4")

        self.label\_2 = QtWidgets.QLabel(self.horizontalLayoutWidget)

        self.label\_2.setMinimumSize(QtCore.QSize(330, 50))

        font = QtGUI.QFont()

        font.setFamily("汉仪唐美人W")

        font.setPointSize(36)

        self.label\_2.setFont(font)

        self.label\_2.setObjectName("label\_2")

        self.verticalLayout\_4.addWidget(self.label\_2)

       self.textBrowser= QtWidgets.QTextBrowser(self.horizontalLayoutWidget)

        self.textBrowser.setObjectName("textBrowser")

        self.verticalLayout\_4.addWidget(self.textBrowser)

       self.pushButton\_2= QtWidgets.QPushButton(self.horizontalLayoutWidget)

        font = QtGUI.QFont()

        font.setFamily("汉仪唐美人W")

        self.pushButton\_2.setFont(font)

        self.pushButton\_2.setObjectName("pushButton\_2")

self.pushButton\_2.setMinimumSize(QtCore.QSize(20, 50))

        self.verticalLayout\_4.addWidget(self.pushButton\_2)

        self.horizontalLayout.addLayout(self.verticalLayout\_4)

        self.retranslateUi(Form)

        self.pushButton.clicked.connect(self.on\_pushButton\_clicked)

        self.pushButton\_2.clicked.connect(self.on\_pushButton\_2\_clicked)

        QtCore.QMetaObject.connectSlotsByName(Form)

def on\_pushButton\_clicked(self):

        #get the image path and show it in the view

        self.face\_recognize\_object = my\_face\_recognition()

        fileName, filetype = QFileDialog.getOpenFileName(None, "选择文件", r"此处需要填写文件路径的起点", "Images (\*.png \*.jpg)")

        self.imgPath=fileName

        print (self.imgPath)

        if self.imgPath != '':

            self.face\_recognize\_object.operates\_(self.imgPath)

            if self.showFullImage == True:

                self.face\_recognize\_object.showImg('original')

            scene = QGraphicsScene() #创建场景

            pixmap = QtGUI.QPixmap(self.imgPath)

#调用QtGUI.QPixmap方法，打开一个图片，存放在变量中

            scene.addItem(QtWidgets.QGraphicsPixmapItem(pixmap))

#添加图片到场景中

            self.graphicsView.setScene(scene)

#将场景添加到graphicsView中

            self.graphicsView.show()

#显示

            self.textBrowser.clear()

            self.textBrowser.append(str(self.face\_recognize\_object.errdet))

#输出图片是否合法

def on\_pushButton\_2\_clicked(self):

        self.face\_recognize\_object.AI()

        self.brand=self.face\_recognize\_object.register\_lps

        self.color=self.face\_recognize\_object.register\_rgb

        print(self.brand)

        self.textBrowser.clear()

        self.textBrowser.append(str(self.face\_recognize\_object.errdet))

#输出错误信息，若图片不合法则在引用的函数返回为空。若图片合法则会继续输出，看到口红信息

       strout="最像您输入口红的三只色号库内口红分别为!"

flag=0 #设定flag用于检测是否非法

for i in range(len(self.brand)):

flag=1 #如果是合法输入，那么flag就会置1，后续不会提示错误

strout=strout+'\n'

print("flag1")

for j in range(len(self.brand[i])):

if(self.brand[i][j]!='none'):

strout=strout+str(self.brand[i][j])

self.textBrowser.append(strout)

if(flag==0):

self.textBrowser.clear()

self.textBrowser.append("这张图片不可以进行处理，请换一张吧")

print("flag0")

   #一些有关UI的固定操作，来自ui->py文件的转换器

def retranslateUi(self, Form):

        \_translate = QtCore.QCoreApplication.translate

        Form.setWindowTitle(\_translate("Form", "Form"))

        self.label.setText(\_translate("Form", " Original pic"))

        self.pushButton.setText(\_translate("Form", "选择文件"))

        self.label\_2.setText(\_translate("Form", "     result"))

        self.pushButton\_2.setText(\_translate("Form", "开始识别"))

if \_\_name\_\_ == "\_\_main\_\_":

    import sys

    app = QtWidgets.QApplication(sys.argv)

    Dialog = QtWidgets.QDialog()

    ui = Ui\_Dialog()

    ui.setupUi(Dialog)

    Dialog.show()

    sys.exit(app.exec\_())

8.将流程封装为类和函数

def operates\_(self,input\_path):

        self.imgPath=input\_path #展示图片

    def AI(self):

        self.load\_pic()

        self.get=self.get\_dominant\_color(self.resultImg)

       print("the extracted RGB value of the color is {0}".format(self.get))

        self.data\_operate()

    def errordetect(self): #错误处理

        image = face\_recognition.load\_image\_file(self.imgPath)

        face\_locations = face\_recognition.face\_locations(image)

        if(len(face\_locations)!=1): #不是仅有一张人脸在图片中

            if(len(face\_locations)==0): #未检测到

                self.errdet="more/less than one face in the pic"

                return "can't find people"

else：#不只一个人

                self.errdet="more/less than one face in the pic"

            return "more/less than one face in the pic"

        else:

            return "DEAL"

9.对GUI的显示效果进行美化

from QCandyUi import CandyWindow

#调整按钮的大小使之更清晰可见

self.pushButton.setMinimumSize(QtCore.QSize(20, 50))

self.pushButton\_2.setMinimumSize(QtCore.QSize(20, 50))

#改变定义窗口类的调用方式

if \_\_name\_\_ == "\_\_main\_\_":

import sys

app = QtWidgets.QApplication(sys.argv)

Dialog = QtWidgets.QDialog()

ui = Ui\_Dialog()

ui.setupUi(Dialog)

Dialog = CandyWindow.createWindow(Dialog, 'pink') #增加，使QCandyUi运行

Dialog.show()

sys.exit(app.exec\_())

项目13 基于矩阵分解算法的Steam游戏推荐系统

13.3 模块实现

13.3.1 数据预处理

相关代码如下：

import numpy as np

import pandas as pd

import tensorflow.compat.v1 as tf

tf.disable\_v2\_behavior()

import random

from collections import Counter

from sklearn.metrics import roc\_curve, auc, average\_precision\_score

import joblib

#导入数据集并列表显示

path = './steam-video-games/steam-200k.csv'

df = pd.read\_csv(path, header = None, names = ['UserID', 'Game', 'Action', 'Hours', 'Not Needed'])

df.head()

相关代码如下：

#从购买记录和游玩记录中筛选出游戏时长

df['Hours\_Played'] = df['Hours'].astype('float32')

df.loc[(df['Action']=='purchase')&(df['Hours']==1.0), 'Hours\_Played'] = 0

#排序

df.UserID = df.UserID.astype('int')

df = df.sort\_values(['UserID', 'Game', 'Hours\_Played'])

#整理为新的表格clean\_df

clean\_df = df.drop\_duplicates(['UserID', 'Game'], keep = 'last').drop(['Action', 'Hours', 'Not Needed'], axis = 1)

clean\_df.head()

#输出数据集中的用户数量和游戏数量

n\_users = len(clean\_df.UserID.unique())

n\_games = len(clean\_df.Game.unique())

print('用户-游戏数据集中一共有{0}个用户，{1}个游戏'.format(n\_users, n\_games))

由于是稀疏矩阵，因而使用矩阵分解算法可以得到较好的效果，相关代码如下：

#计算矩阵的稀疏程度

sparsity = clean\_df.shape[0] / float(n\_users \* n\_games)

print('用户-游戏矩阵中有效数据占比为：{:.2%}'.format(sparsity))

#序列化ID相关代码

#建立序列化的ID，方便使用

#用户ID到用户序列化ID的字典

user2idx = {user: i for i, user in enumerate(clean\_df.UserID.unique())}

#用户序列化ID到用户ID的字典

idx2user = {i: user for user, i in user2idx.items()}

#游戏名到游戏序列化ID的字典

game2idx = {game: i for i, game in enumerate(clean\_df.Game.unique())}

#游戏序列化ID到游戏名的字典

idx2game = {i: game for game, i in game2idx.items()}

#将字典保存，用于PyQt5中

joblib.dump(idx2game, './Save\_data/idx2game.pkl')

joblib.dump(game2idx, './Save\_data/game2idx.pkl')

将用户ID、游戏名称、游戏时长分别存储为数组，其中用户ID、游戏名称使用前一步得到的序列化ID存储，以便使用，相关代码如下：

#用户序列化ID-游戏序列化ID-游戏时长

user\_idx = clean\_df['UserID'].apply(lambda x: user2idx[x]).values

game\_idx = clean\_df['gamesIdx'] = clean\_df['Game'].apply(lambda x:game2idx[x]).values

hours = clean\_df['Hours\_Played'].values

#保存游戏时长矩阵

hours\_save = np.zeros(shape = (n\_users, n\_games))

for i in range(len(user\_idx)):

hours\_save[user\_idx[i], game\_idx[i]] = hours[i]

joblib.dump(hours\_save, './Save\_data/hours.pkl')

相关代码如下：

#建立稀疏矩阵存储大数据集

#购买矩阵

#未购买标识为0

#购买标识为1

#置信度矩阵

#根据游戏时长提高置信度，最低为1

zero\_matrix = np.zeros(shape = (n\_users, n\_games))

#购买矩阵

user\_game\_pref = zero\_matrix.copy()

user\_game\_pref[user\_idx, game\_idx] = 1

#保存购买矩阵

joblib.dump(user\_game\_pref, './Save\_data/buy.pkl')

#置信度矩阵

user\_game\_interactions = zero\_matrix.copy()

user\_game\_interactions[user\_idx, game\_idx] = hours + 1

#为保证准确率，需要用户购买的数量达到一定值，设置阈值为10款游戏

k = 5

#对于每个用户计算他们购买的游戏数量

purchase\_counts = np.apply\_along\_axis(np.bincount, 1, user\_game\_pref.astype(int))

buyers\_idx = np.where(purchase\_counts[:, 1] >= 2 \* k)[0]

#购买超过2\*k个游戏的买家集合

print('{0}名玩家购买了至少{1}款游戏'.format(len(buyers\_idx), 2 \* k))

#保存有效购买用户名单

joblib.dump(buyers\_idx, './Save\_data/buyers.pkl')

在2189名用户中，划分出训练集、测试集、验证集，比例分别为80%、10%、10%，相关代码如下：

test\_frac = 0.2 #10%数据用来验证，10%数据用来测试

test\_users\_idx = np.random.choice(buyers\_idx,

size = int(np.ceil(len(buyers\_idx) \* test\_frac)),

replace = False)

val\_users\_idx = test\_users\_idx[:int(len(test\_users\_idx) / 2)]

test\_users\_idx = test\_users\_idx[int(len(test\_users\_idx) / 2):]

准确率的计算方式：通过掩盖5个用户购买的游戏，使用模型得到推荐的5个游戏与掩盖的游戏相比计算正确率，相关代码如下：

#在训练集中掩盖k个游戏

def data\_process(dat, train, test, user\_idx, k):

for user in user\_idx:

purchases = np.where(dat[user, :] == 1)[0]

mask = np.random.choice(purchases, size = k, replace = False)

train[user, mask] = 0

test[user, mask] = dat[user, mask]

return train, test

train\_matrix = user\_game\_pref.copy()

test\_matrix = zero\_matrix.copy()

val\_matrix = zero\_matrix.copy()

train\_matrix, val\_matrix = data\_process(user\_game\_pref, train\_matrix,

val\_matrix, val\_users\_idx, k)

train\_matrix, test\_matrix = data\_process(user\_game\_pref, train\_matrix,

test\_matrix, test\_users\_idx, k)

#测试是否将部分游戏掩盖

test\_matrix[test\_users\_idx[0],test\_matrix[test\_users\_idx[0],:].nonzero()[0]]

train\_matrix[test\_users\_idx[0],test\_matrix[test\_users\_idx[0],:].nonzero()[0]]

13.3.2 模型构建

数据加载进模型之后，需要定义模型结构，并优化损失函数。

1.定义模型结构

使用矩阵分解算法，将用户—游戏这稀疏矩阵用两个小矩阵——特征—游戏矩阵和用户—特征矩阵，进行近似替代。

tf.reset\_default\_graph()

#偏好矩阵

pref = tf.placeholder(tf.float32, (n\_users, n\_games))

#游戏时间矩阵

interactions = tf.placeholder(tf.float32, (n\_users, n\_games))

user\_idx = tf.placeholder(tf.int32, (None))

n\_features = 30 #隐藏特征个数设置为30

#X矩阵（用户-隐藏特征）表示用户潜在偏好

X = tf.Variable(tf.truncated\_normal([n\_users, n\_features], mean = 0,

stddev = 0.05), dtype = tf.float32, name = 'X')

#Y矩阵（游戏-隐藏特征）表示游戏潜在特征

Y = tf.Variable(tf.truncated\_normal([n\_games, n\_features], mean = 0,

stddev = 0.05), dtype = tf.float32, name = 'Y')

#初始化用户偏差

user\_bias = tf.Variable(tf.truncated\_normal([n\_users, 1], stddev = 0.2))

#将向量连接到用户矩阵

X\_plus\_bias = tf.concat([X,

user\_bias,

tf.ones((n\_users, 1), dtype = tf.float32)],

axis = 1)

#初始化游戏偏差

item\_bias = tf.Variable(tf.truncated\_normal([n\_games, 1], stddev = 0.2))

#将向量连接到游戏矩阵

Y\_plus\_bias = tf.concat([Y,

tf.ones((n\_games, 1), dtype = tf.float32),

item\_bias],

axis = 1)

#通过矩阵乘积确定结果评分矩阵

pred\_pref = tf.matmul(X\_plus\_bias, Y\_plus\_bias, transpose\_b = True)

#使用游戏时长与alpha参数构造置信度矩阵

conf = 1 + conf\_alpha \* interactions

2.优化损失函数

相关代码如下：

cost = tf.reduce\_sum(tf.multiply(conf, tf.square(tf.subtract(pref, pred\_pref))))

l2\_sqr = tf.nn.l2\_loss(X) + tf.nn.l2\_loss(Y) + tf.nn.l2\_loss(user\_bias) + tf.nn.l2\_loss(item\_bias)

lambda\_c = 0.01

loss = cost + lambda\_c \* l2\_sqr

lr = 0.05

optimize = tf.train.AdagradOptimizer(learning\_rate = lr).minimize(loss)

13.3.3 模型训练及保存

相关代码如下：

#精确度计算优化，将游戏本体和DLC合并为同一种游戏

def precision\_dlc(recommandations, labels):

#推荐的游戏按单词划分

recommandations\_split = []

#实际购买的游戏按单词划分

labels\_split = []

for label in labels:

labels\_split.append(idx2game[label].split())

for game in recommandations:

recommandations\_split.append(idx2game[game].split())

count = 0

for game in recommandations\_split:

for label in labels\_split:

#当推荐的游戏与实际购买的游戏单词重合度高于阈值判定为同一款游戏

if(len(set(game)&set(label))/min(len(game),len(label))) > 0.2:

count += 1

break

return float(count / len(recommandations))

推荐的游戏方式为，对用户—游戏矩阵进行排序，选取评分最高的5个游戏作为推荐，计算准确率并返回，相关代码如下：

#从预测的列表中挑选最高的k个

def top\_k\_precision(pred, mat, k, user\_idx):

precisions = []

for user in user\_idx:

rec = np.argsort(-pred[user, :])

#选取推荐评分最高的k个

top\_k = rec[:k]

labels = mat[user, :].nonzero()[0]

#计算推荐与实际的准确率并返回

precision = precision\_dlc(top\_k, labels)

precisions.append(precision)

return np.mean(precisions)

1.模型训练

相关代码如下：

iterations = 500

#绘图用数据：误差、训练集准确率

fig\_loss = np.zeros([iterations])

fig\_train\_precision = np.zeros([iterations])

with tf.Session() as sess:

sess.run(tf.global\_variables\_initializer())

for i in range(iterations):

sess.run(optimize, feed\_dict = {pref: train\_matrix,

interactions: user\_game\_interactions})

if i % 10 == 0:

mod\_loss = sess.run(loss, feed\_dict = {pref: train\_matrix,

interactions: user\_game\_interactions})

mod\_pred = pred\_pref.eval()

train\_precision = top\_k\_precision(mod\_pred, train\_matrix,

k, val\_users\_idx)

val\_precision = top\_k\_precision(mod\_pred, val\_matrix,

k, val\_users\_idx)

print('当前进度：{}...'.format(i),

'误差为：{:.2f}...'.format(mod\_loss),

'训练集上的正确率：{:.3f}...'.format(train\_precision),

'验证集上的正确率：{:.3f}'.format(val\_precision))

fig\_loss[i] = sess.run(loss, feed\_dict = {pref: train\_matrix,

interactions: user\_game\_interactions})

fig\_train\_precision[i] = top\_k\_precision(mod\_pred, train\_matrix,

k, val\_users\_idx)

rec = pred\_pref.eval()

test\_precision = top\_k\_precision(rec, test\_matrix, k, test\_users\_idx)

print('\n')

print('模型完成，正确率为：{:.3f}'.format(test\_precision))

2.模型保存

为方便使用模型，需要将训练得到的结果使用Joblib进行保存，相关代码如下：

#将训练得到的评分矩阵保存

with tf.Session() as sess:

sess.run(tf.global\_variables\_initializer())

joblib.dump(pred\_pref.eval(), './Save\_data/rec.pkl')

13.3.4 模型应用

1.制作页面

相关操作如下：

(1)使用代码绘制页面的基础布局，创建Recommandation类。

class Recommandation(QWidget):

#初始化

def \_\_init\_\_(self):

super().\_\_init\_\_()

self.initUI()

#初始化布局

def initUI(self):

#设置界面的初始位置和大小

self.setGeometry(600,200,450,550)

#窗口名

self.setWindowTitle('steam游戏推荐')

#设置组件，以下为标签

self.lb1 = QLabel('请输入游戏名：',self)

#这是所在位置

self.lb1.move(20,20)

self.lb2 = QLabel('请输入游戏名：',self)

self.lb2.move(20,80)

self.lb3 = QLabel('请输入游戏名：',self)

self.lb3.move(20,140)

self.lb4 = QLabel('请输入游戏名：',self)

self.lb4.move(20,200)

self.lb5 = QLabel('请输入游戏名：',self)

self.lb5.move(20,260)

#以下为下拉输入框的创建

self.combobox1 = QComboBox(self, minimumWidth=200)

self.combobox1.move(100,20)

self.combobox1.setEditable(True)

self.combobox2 = QComboBox(self, minimumWidth=200)

self.combobox2.move(100,80)

self.combobox2.setEditable(True)

self.combobox3 = QComboBox(self, minimumWidth=200)

self.combobox3.move(100,140)

self.combobox3.setEditable(True)

self.combobox4 = QComboBox(self, minimumWidth=200)

self.combobox4.move(100,200)

self.combobox4.setEditable(True)

self.combobox5 = QComboBox(self, minimumWidth=200)

self.combobox5.move(100,260)

self.combobox5.setEditable(True)

#以下为输入的按键设置

self.bt1 = QPushButton('请输入游戏时间',self)

self.bt1.move(330,20)

self.bt2 = QPushButton('请输入游戏时间',self)

self.bt2.move(330,80)

self.bt3 = QPushButton('请输入游戏时间',self)

self.bt3.move(330,140)

self.bt4 = QPushButton('请输入游戏时间',self)

self.bt4.move(330,200)

self.bt5 = QPushButton('请输入游戏时间',self)

self.bt5.move(330,260)

#推荐按钮

self.bt=QPushButton('推荐开始',self)

self.bt.move(20,400)

#初始化下拉输入框

self.init\_combobox()

#连接按键与槽

self.bt1.clicked.connect(self.timeDialog)

self.bt2.clicked.connect(self.timeDialog)

self.bt3.clicked.connect(self.timeDialog)

self.bt4.clicked.connect(self.timeDialog)

self.bt5.clicked.connect(self.timeDialog)

#连接推荐

self.bt.clicked.connect(self.recommand)

connect()是Qt特有的信号与槽机制，槽接收到信号进行处理。在这里使用了clicked 作为信号，单击按键会发出信号。

(2)初始化下拉输入框，将gamelist输入进下拉框的菜单，以及添加自动补全机能。

#初始化下拉输入框

def init\_combobox(self):

#增加选项元素

for i in range(len(gamelist)):

self.combobox1.addItem(gamelist[i])

self.combobox2.addItem(gamelist[i])

self.combobox3.addItem(gamelist[i])

self.combobox4.addItem(gamelist[i])

self.combobox5.addItem(gamelist[i])

self.combobox1.setCurrentIndex(-1)

self.combobox2.setCurrentIndex(-1)

self.combobox3.setCurrentIndex(-1)

self.combobox4.setCurrentIndex(-1)

self.combobox5.setCurrentIndex(-1)

#增加自动补全

self.completer = QCompleter(gamelist)

#补全方式

self.completer.setFilterMode(Qt.MatchStartsWith)

self.completer.setCompletionMode(QCompleter.PopupCompletion)

self.combobox1.setCompleter(self.completer)

self.combobox2.setCompleter(self.completer)

self.combobox3.setCompleter(self.completer)

self.combobox4.setCompleter(self.completer)

self.combobox5.setCompleter(self.completer)

(3)设置槽，同时存储数据

相关操作如下

def timeDialog(self):

#获取信号

sender = self.sender()

if sender == self.bt1:

#获取下拉输入框1输入的游戏名

gamename = self.combobox1.currentText()

#通过字典game2idx查询获得的游戏名所对应的序列号

gameid = game2idx.get(gamename)

#没有序列号的情况，可以理解为未输入正确的游戏名，或者输入为空

if gameid == None:

#这种情况下生成一个MessageBox报错

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

#输入正确的情况，将游戏名字、ID，分别记录到一个字典里，方便保存与更改

gamedict[1] = gamename

idxdict[1] = gameid

#弹出一个文本输入框，要求输入对应游戏时长

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

#如果输入正确，将时长记录到一个字典中，方便保存与更改

if ok:

timedict[1] = text

elif sender == self.bt2:

gamename = self.combobox2.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[2] = gamename

idxdict[2] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[2] = text

elif sender == self.bt3:

gamename = self.combobox3.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[3] = gamename

idxdict[3] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[3] = text

elif sender == self.bt4:

gamename = self.combobox4.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[4] = gamename

idxdict[4] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[4] = text

elif sender == self.bt5:

gamename = self.combobox5.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[5] = gamename

idxdict[5] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[5] = text

4)验证数据是否输入完毕，以及准备调用模型

def recommand(self):

#验证是否存在没有写入的数据

c = 0

for i in range(1,6):

if gamedict[i] == "NULL":

c+=1

if idxdict[i] == "NULL":

c+=1

if timedict[i] == "NULL":

c+=1

#全部写完的情况

if c == 0:

#将字典转化为列表

usertime = list(timedict.values())

useridx = list(idxdict.values())

#调用模型

allrecidx = UserSimilarity(useridx,usertime)

#降序排列数据

rr = np.argsort(-allrecidx)

#获取排行前五的游戏ID

top\_k = rr[:5]

#将ID对应的游戏名字输入数组

for i in top\_k:

recgame.append(idx2game[i])

#将数组转化为字符串并输出

reclist = ','.join(recgame)

reply = QMessageBox.information(self,'推荐的游戏','给您推荐的游戏是'+reclist, QMessageBox.Close)

#存在没有写完的数据，要求重新写入

else:

reply = QMessageBox.information(self,'Error','请输入全部数据!', QMessageBox.Close)

2.模型导入及调用

相关操作如下：

(1)加载当前文件夹下的Save\_data模型

game2idx = joblib.load('./Save\_data/game2idx.pkl')

idx2game = joblib.load('./Save\_data/idx2game.pkl')

rec = joblib.load('./Save\_data/rec.pkl')

hours = joblib.load('./Save\_data/hours.pkl')

buy = joblib.load('./Save\_data/buy.pkl')

users = joblib.load('./Save\_data/buyers.pkl')

(2)创建一个用户相似度函数，用于刻画Qt里收集到的数据与训练出的用户相似度最高的数据作为输出

def UserSimilarity(games, game\_hours):

similarity = np.zeros(len(users)) # 用户相似度矩阵

for i in range(len(users)):

#计算用户输入的游戏与数据集中每个用户购买游戏的重合度

coincidence = 0 #重合度，每重合一个游戏加1

positions = [] #重合游戏在games中的位置

#获取数据集中的第i个玩家与用户输入的重合情况

for ii in range(len(games)):

if games[ii] in np.where(buy[users[i], :] == 1)[0]:

coincidence += 1

positions.append(ii)

#如果没有重合，则相似度为0，跳过

if coincidence == 0:

continue

simi = []

#将重合的游戏，根据时长和相同游戏的时长差取绝对值，根据e^-x计算出相似度

for position in positions:

game = games[position]

hour = abs(game\_hours[position] - hours[users[i], game])

simi.append(math.exp(-hour))

#对所有相似度取均值，得到用户与数据集中第i个玩家的相似度similarity[i]

similarity[i] = sum(simi) / coincidence

#相似度与玩家—游戏矩阵每一行相乘

for i in range(len(users)):

user = users[i]

rec[user] = rec[user] \* similarity[i]

new\_rec = np.zeros(len(rec[0])) # 1\*n\_games矩阵

#将玩家—游戏矩阵按列相加，得到用户对每个游戏的喜好程度，即new\_rec矩阵

for i in range(len(new\_rec)):

for user in users:

new\_rec[i] += rec[user][int(i)]

return new\_rec

3.模型应用代码

相关代码如下：

import joblib

import numpy as np

import pandas as pd

import math

import sys

from PyQt5.QtWidgets import \*

from PyQt5.QtGui import \*

from PyQt5.QtCore import \*

#读取数据

game2idx = joblib.load('./Save\_data/game2idx.pkl')

idx2game = joblib.load('./Save\_data/idx2game.pkl')

rec = joblib.load('./Save\_data/rec.pkl')

hours = joblib.load('./Save\_data/hours.pkl')

buy = joblib.load('./Save\_data/buy.pkl')

users = joblib.load('./Save\_data/buyers.pkl')

#游戏名称列表

gamelist = list(game2idx)

#游戏数

n\_game = len(gamelist)

#传入字典

gamedict = {1:"NULL",2:"NULL",3:"NULL",4:"NULL",5:"NULL"}

timedict = {1:"NULL",2:"NULL",3:"NULL",4:"NULL",5:"NULL"}

idxdict = {1:"NULL",2:"NULL",3:"NULL",4:"NULL",5:"NULL"}

#下面两个是要传递的

usertime=[]

useridx=[]

#下面是返回的推荐游戏

recgame=[]

#相似度推荐

def UserSimilarity(games, game\_hours):

similarity = np.zeros(len(users)) #用户相似度矩阵

for i in range(len(users)):

#计算用户输入的游戏与数据集中每个用户购买游戏的重合度

coincidence = 0 #重合度

positions = [] #重合游戏在games中的位置

for ii in range(len(games)):

if games[ii] in np.where(buy[users[i], :] == 1)[0]:

coincidence += 1

positions.append(ii)

if coincidence == 0:

continue

simi = []

for position in positions:

game = games[position]

hour = abs(game\_hours[position] - hours[users[i], game])

simi.append(math.exp(-hour))

similarity[i] = sum(simi) / coincidence

#相似度与玩家—游戏矩阵每一行相乘

for i in range(len(users)):

user = users[i]

rec[user] = rec[user] \* similarity[i]

new\_rec = np.zeros(len(rec[0])) #1\*n\_games矩阵

for i in range(len(new\_rec)):

for user in users:

new\_rec[i] += rec[user][int(i)]

return new\_rec

class Recommandation(QWidget):

#初始化

def \_\_init\_\_(self):

super().\_\_init\_\_()

self.initUI()

#初始化布局

def initUI(self):

#设置界面的初始位置和大小

self.setGeometry(600,200,450,550)

#窗口名

self.setWindowTitle('steam游戏推荐')

#设置组件，以下为标签

self.lb1 = QLabel('请输入游戏名：',self)

#这是所在位置

self.lb1.move(20,20)

self.lb2 = QLabel('请输入游戏名：',self)

self.lb2.move(20,80)

self.lb3 = QLabel('请输入游戏名：',self)

self.lb3.move(20,140)

self.lb4 = QLabel('请输入游戏名：',self)

self.lb4.move(20,200)

self.lb5 = QLabel('请输入游戏名：',self)

self.lb5.move(20,260)

#以下为下拉输入框的创建

self.combobox1 = QComboBox(self, minimumWidth=200)

self.combobox1.move(100,20)

self.combobox1.setEditable(True)

self.combobox2 = QComboBox(self, minimumWidth=200)

self.combobox2.move(100,80)

self.combobox2.setEditable(True)

self.combobox3 = QComboBox(self, minimumWidth=200)

self.combobox3.move(100,140)

self.combobox3.setEditable(True)

self.combobox4 = QComboBox(self, minimumWidth=200)

self.combobox4.move(100,200)

self.combobox4.setEditable(True)

self.combobox5 = QComboBox(self, minimumWidth=200)

self.combobox5.move(100,260)

self.combobox5.setEditable(True)

#以下为输入的按键设置

self.bt1 = QPushButton('请输入游戏时间',self)

self.bt1.move(330,20)

self.bt2 = QPushButton('请输入游戏时间',self)

self.bt2.move(330,80)

self.bt3 = QPushButton('请输入游戏时间',self)

self.bt3.move(330,140)

self.bt4 = QPushButton('请输入游戏时间',self)

self.bt4.move(330,200)

self.bt5 = QPushButton('请输入游戏时间',self)

self.bt5.move(330,260)

#推荐按钮

self.bt=QPushButton('推荐开始',self)

self.bt.move(20,400)

#初始化下拉输入框

self.init\_combobox()

#连接按键与槽

self.bt1.clicked.connect(self.timeDialog)

self.bt2.clicked.connect(self.timeDialog)

self.bt3.clicked.connect(self.timeDialog)

self.bt4.clicked.connect(self.timeDialog)

self.bt5.clicked.connect(self.timeDialog)

#连接推荐

self.bt.clicked.connect(self.recommand)

#初始化下拉输入框

def init\_combobox(self):

#增加选项元素

for i in range(len(gamelist)):

self.combobox1.addItem(gamelist[i])

self.combobox2.addItem(gamelist[i])

self.combobox3.addItem(gamelist[i])

self.combobox4.addItem(gamelist[i])

self.combobox5.addItem(gamelist[i])

self.combobox1.setCurrentIndex(-1)

self.combobox2.setCurrentIndex(-1)

self.combobox3.setCurrentIndex(-1)

self.combobox4.setCurrentIndex(-1)

self.combobox5.setCurrentIndex(-1)

#增加自动补全

self.completer = QCompleter(gamelist)

#补全方式

self.completer.setFilterMode(Qt.MatchStartsWith)

self.completer.setCompletionMode(QCompleter.PopupCompletion)

self.combobox1.setCompleter(self.completer)

self.combobox2.setCompleter(self.completer)

self.combobox3.setCompleter(self.completer)

self.combobox4.setCompleter(self.completer)

self.combobox5.setCompleter(self.completer)

def timeDialog(self):

#获取信号

sender = self.sender()

if sender == self.bt1:

#获取下拉输入框1输入的游戏名

gamename = self.combobox1.currentText()

#通过字典game2idx查询获得的游戏名所对应的序列号

gameid = game2idx.get(gamename)

#没有序列号的情况，可以理解为未输入正确的游戏名，或者输入为空

if gameid == None:

#这种情况下生成一个MessageBox报错

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

#输入正确的情况，将游戏名字、ID，分别记录到一个字典里，方便保存与更改

gamedict[1] = gamename

idxdict[1] = gameid

#弹出一个文本输入框，要求输入对应的游戏时长

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

#如果输入正确，将时长记录到一个字典中，方便保存与更改

if ok:

timedict[1] = text

elif sender == self.bt2:

gamename = self.combobox2.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[2] = gamename

idxdict[2] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[2] = text

elif sender == self.bt3:

gamename = self.combobox3.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[3] = gamename

idxdict[3] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[3] = text

elif sender == self.bt4:

gamename = self.combobox4.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[4] = gamename

idxdict[4] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[4] = text

elif sender == self.bt5:

gamename = self.combobox5.currentText()

gameid = game2idx.get(gamename)

if gameid == None:

reply = QMessageBox.information(self,'Error','请输入正确的游戏名!', QMessageBox.Close)

else:

gamedict[5] = gamename

idxdict[5] = gameid

text, ok = QInputDialog.getDouble(self, '游戏时间', '请输入游戏时间：', min = 0.1)

if ok:

timedict[5] = text

def recommand(self):

#验证是否存在没有写入的数据

c = 0

for i in range(1,6):

if gamedict[i] == "NULL":

c+=1

if idxdict[i] == "NULL":

c+=1

if timedict[i] == "NULL":

c+=1

#全部写完的情况

if c == 0:

#将字典转化为列表

usertime = list(timedict.values())

useridx = list(idxdict.values())

#调用模型

allrecidx = UserSimilarity(useridx,usertime)

#降序排列数据

rr = np.argsort(-allrecidx)

#获取排行前五的游戏ID

top\_k = rr[:5]

#将ID对应的游戏名字输入数组

for i in top\_k:

recgame.append(idx2game[i])

#将数组转化为字符串并输出

reclist = ','.join(recgame)

reply = QMessageBox.information(self,'推荐的游戏','给您推荐的游戏是'+reclist, QMessageBox.Close)

#存在没有写完的数据，要求重新写入

else:

reply = QMessageBox.information(self,'Error','请输入全部数据!', QMessageBox.Close)

#主函数

if \_\_name\_\_ == "\_\_main\_\_":

app = QApplication(sys.argv)

w = Recommandation()

w.show()

sys.exit(app.exec\_())

项目14 语音识别和字幕推荐系统

14.3 模块实现

14.3.1 数据预处理

(1)下载使用SDK

根据pip工具使用pip install baidu-aip下载

调用代码为：

from aip import AipSpeech

APP\_ID = 'XXXXXXX'

API\_KEY = '\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*'

SECRET\_KEY = '\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*'

client = AipSpeech(APP\_ID, API\_KEY, SECRET\_KEY)

#读取文件

def get\_file\_content(file\_path):

with open(file\_path, 'rb') as fp:

return fp.read()

result=client.asr(get\_file\_content('test2.wav'),'wav',16000,{

'dev\_pid': 1537,

})

print(type(result))

print(result)

(2)不需要下载SDK

#合成请求token的URL

url = baidu\_server + "grant\_type=" + grant\_type + "&client\_id=" + client\_id + "&client\_secret=" + client\_secret

#获取token

res = urllib.request.urlopen(url).read()

data = json.loads(res.decode('utf-8'))

token = data["access\_token"]

print(token)

下载配置所需要的库相关操作如下：

(1)安装moviepy库

14.3.2 翻译

class baidu\_Translate():  
 def \_\_init\_\_(self):  
 self.js = js2py.eval\_js('''  
 var i = null;  
 function n(r, o) {  
 for (var t = 0; t < o.length - 2; t += 3) {  
 var a = o.charAt(t + 2);  
 a = a >= "a" ? a.charCodeAt(0) - 87 : Number(a),  
 a = "+" === o.charAt(t + 1) ? r >>> a: r << a,  
 r = "+" === o.charAt(t) ? r + a & 4294967295 : r ^ a  
 }  
 return r  
 }  
 var hash = function e(r,gtk) {  
 var o = r.match(/[\uD800-\uDBFF][\uDC00-\uDFFF]/g);  
 if (null === o) {  
 var t = r.length;  
 t > 30 && (r = "" + r.substr(0, 10) + r.substr(Math.floor(t / 2) - 5, 10) + r.substr( - 10, 10))  
 } else {  
 for (var e = r.split(/[\uD800-\uDBFF][\uDC00-\uDFFF]/), C = 0, h = e.length, f = []; h > C; C++)"" !== e[C] && f.push.a pply(f, a(e[C].split(""))),C !== h - 1 && f.push(o[C]);  
 var g = f.length;  
 g > 30 && (r = f.slice(0, 10).join("")+f.slice(Math.floor(g/ 2) - 5, Math.floor(g / 2) + 5).join("") + f.slice( - 10).join(""))  
 }  
 var u = void 0,  
 u = null !== i ? i: (i = gtk || "") || "";  
 for (var d = u.split("."), m = Number(d[0]) || 0, s = Number(d [1]) || 0, S = [], c = 0, v = 0; v < r.length; v++) {  
 var A = r.charCodeAt(v);  
 128 > A ? S[c++] = A: (2048 > A ? S[c++] = A >> 6 | 192 : (55296 ===(64512 & A) && v + 1 < r.length && 56320 ===(64512&r.charCodeAt(v + 1)) ? (A = 65536 + ((1023 & A) << 10) + (1023 & r.charCodeAt(++v)), S[c++] = A >> 18 | 240, S[c++] = A >> 12 &63 | 128) : S[c++] = A >> 12 | 224,S[c++] = A >> 6 & 63 | 128), S[c++] = 63 & A | 128)  
 }  
 for (  
 var p = m,F = "+-a^+6", D = "+-3^+b+-f", b = 0;  
 b < S.length; b++) p += S[b],p = n(p, F);  
 return p = n(p, D),  
 p ^= s,  
 0 > p && (p = (2147483647 & p) + 2147483648),  
 p %= 1e6,  
 p.toString() + "." + (p ^ m)  
 }  
 ''')  
 headers = {  
 'user-agent': 'Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/72.0.3626.96 Safari/537.36', }  
 self.session = requests.Session()  
 self.session.get('https://fanyi.baidu.com', headers=headers)  
 response = self.session.get('https://fanyi.baidu.com', headers=headers)  
 self.token = re.findall("token: '(.\*?)',", response.text)[0]  
 self.gtk = '320305.131321201' # re.findall("window.gtk = '(.\*?)';", response.text, re.S)[0]  
 def translate(self, query, from\_lang='en', to\_lang='zh'):  
 #语言检测  
 self.session.post('https://fanyi.baidu.com/langdetect', data={'query': query})  
 #单击事件  
 self.session.get('https://click.fanyi.baidu.com/?src=1&locate=zh&actio n=query&type=1&page=1')  
 #翻译  
 data = {  
 'from': from\_lang,  
 'to': to\_lang,  
 'query': query,  
 'transtype': 'realtime',  
 'simple\_means\_flag': '3',  
 'sign': self.js(query, self.gtk),  
 'token': self.token  
 }  
 response = self.session.post('https://fanyi.baidu.com/v2transapi', data=data)  
 json = response.json()  
 if 'error' in json:  
 pass  
 #return 'error: {}'.format(json['error'])  
 else:  
 return response.json()['trans\_result']['data'][0]['dst']

14.3.3 格式转换

def separate\_audio(file\_path, save\_path):

#视频转音频，音频编码要求：.wav格式、采样率 16000、16bit 位深、单声道

audio\_file = save\_path + '\\tmp.wav'

audio = AudioFileClip(file\_path)

audio.write\_audiofile(audio\_file, ffmpeg\_params=['-ar', '16000', '-ac', '1'], logger=None)

return audio\_file

14.3.4 音频切割

def cut\_point(path, dbfs=1.25): #音频切割函数

sound = AudioSegment.from\_file(path, format="wav")

tstamp\_list = detect\_silence(sound, 600, sound.dBFS \* dbfs, 1)

timelist = []

for i in range(len(tstamp\_list)):

if i == 0:

back = 0

else:

back = tstamp\_list[i - 1][1] / 1000

timelist.append([back, tstamp\_list[i][1] / 1000])

min\_len = 0.5 #切割所得音频不短于0.5s，不长于5s

max\_len = 5

result = []

add = 0

total = len(timelist)

for x in range(total):

if x + add < total:

into, out = timelist[x + add]

if out-into>min\_len and out-into<max\_len and x + add +1 < total:

add += 1

out = timelist[x + add][1]

result.append([into, out])

elif out - into > max\_len:

result.append([into, out])

else:

break

return result

14.3.5 语音识别

class baidu\_SpeechRecognition(): #调用百度语音识别API进行操作

def \_\_init\_\_(self, dev\_pid):

Speech\_APP\_ID = '19712136'

Speech\_API\_KEY = 'Loo4KbNtagchc2BLdCnHEnZl'

Speech\_SECRET\_KEY = 'DO4UlSnw7FzpodU2G3yXQSHLv6Q2inN8'

self.dev\_pid = dev\_pid

self.SpeechClient = AipSpeech(Speech\_APP\_ID, Speech\_API\_KEY, Speech\_SECRET\_KEY)

self.TranslClient = baidu\_Translate()

def load\_audio(self, audio\_file): #读取加载音频文件

self.source = AudioSegment.from\_wav(audio\_file)

def speech\_recognition(self, offset, duration, fanyi):

#语音识别，根据要求的参数进行设置

data = self.source[offset \* 1000:duration \* 1000].raw\_data

result = self.SpeechClient.asr(data, 'wav', 16000, {'dev\_pid': self.dev\_pid, })

fanyi\_text = ''

if fanyi:

try:

fanyi\_text = self.TranslClient.translate(result['result'][0])

#调用translate()函数，将识别文本翻译或直接输出

except:

pass

try:

return [result['result'][0], fanyi\_text] #返回所得文本

except:

#print('错误:',result)

return ['', '']

14.3.6 文本切割

def cut\_text(text, length=38):

#文本切割，即断句，一个画面最多单语言字数不超过38，否则将多出的加入下一画面

newtext = ''

if len(text) > length:

while True:

cutA = text[:length]

cutB = text[length:]

newtext += cutA + '\n'

if len(cutB) < 4:

newtext = cutA + cutB

break

elif len(cutB) > length:

text = cutB

else:

newtext += cutB

break

return newtext

return text

14.3.7 main函数

if \_\_name\_\_ == '\_\_main\_\_':

def StartHandle(timeList, save\_path, srt\_mode=2, result\_print=False):

index = 0

total = len(timeList)

a\_font = r'{\fn微软雅黑\fs14}' #中、英字幕字体设置

b\_font = r'{\fn微软雅黑\fs10}'

fanyi = False if srt\_mode == 1 else True

file\_write = open(save\_path, 'a', encoding='utf-8')

for x in range(total):

into, out = timelist[x]

timeStamp=format\_time(into - 0.2) +'--> '+ format\_time(out- 0.2)

result=baidufanyi.speech\_recognition(into+0.1,out - 0.1, fanyi)

if result\_print:

if srt\_mode == 0:

print(timeStamp, result[0])

else:

print(timeStamp, result)

else:

progressbar(total, x, '识别中...&& - {0}/{1}'.format('%03d' % (total), '%03d' % (x)), 44)

#将切割后所得的识别文本结果按顺序写入，中、英、中英双语不同

if len(result[0]) > 1:

index += 1

text = str(index) + '\n' + timeStamp + '\n'

if srt\_mode == 0: # 仅中文

text += a\_font + cut\_text(result[1])

elif srt\_mode == 1: # 仅英文

text += b\_font + cut\_text(result[0])

else: #中文+英文

text+=a\_font+cut\_text(result[1])+'\n'+b\_font + result[0]

text = text.replace('\u200b', '') + '\n\n'

file\_write.write(text)

file\_write.close()

if not result\_print:

progressbar(total,total,'识别中...&&-{0}/{1}'.format('%03d'% (total), '%03d' % (total)), 44)

os.system('cls')

wav\_path = os.environ.get('TEMP')

#语音模型，1536为普通话+简单英文，1537为普通话，1737为英语，1637为粤语，1837川话，1936普通话远场

pid\_list = 1536, 1537, 1737, 1637, 1837, 1936

#设置参数

print('[ 百度语音识别字幕生成器 - by Teri ]\n')

\_\_line\_\_print\_\_('1 模式选择')

input\_dev\_pid = input('请选择识别模式:\n'

'\n (1)普通话,'

'\n (2)普通话+简单英语,'

'\n (3)英语,'

'\n (4)粤语,'

'\n (5)四川话,'

'\n (6)普通话-远场'

'\n\n请输入一个选项(默认3):')

\_\_line\_\_print\_\_('2 字幕格式')

input\_srt\_mode = input('请选择字幕格式:\n'

'\n (1)中文,'

'\n (2)英文,'

'\n (3)中文+英文，'

'\n\n请输入一个选项(默认3):')

\_\_line\_\_print\_\_('3 实时输出')

input\_print = input('是否实时输出结果到屏幕? (默认:否/y:输出):').upper()

#处理参数，根据用户输入给出相应参数

dev\_pid = int(input\_dev\_pid) if input\_dev\_pid else 3

dev\_pid -= 1

srt\_mode = int(input\_srt\_mode) if input\_srt\_mode else 3

srt\_mode -= 1

re\_print = True if input\_print == 'Y' else False

#输入文件

\_\_line\_\_print\_\_('4 打开文件')

input\_file = input('请拖入一个文件或文件夹并按回车:').strip('"')

video\_file = []

if not os.path.isdir(input\_file):

video\_file = [input\_file]

else:

file\_list = file\_filter(input\_file)

for a, b in file\_list:

video\_file.append(a + '\\' + b)

#执行确认

select\_dev = ['普通话', '普通话+简单英语', '英语', '粤语', '四川话', '普通话-远场']

select\_mode = ['中文', '英文', '中文+英文']

\_\_line\_\_print\_\_('5 确认执行')

input('当前的设置:\n识别模式: {0}, 字幕格式: {1}, 输出结果: {2}\n当前待处理文件 {3} 个\n请按下回车开始处理...'.format(

select\_dev[dev\_pid],

select\_mode[srt\_mode],

'是' if re\_print else '否',

len(video\_file)

))

#批量处理，调用所设函数进行处理工作

total\_file = len(video\_file)

total\_time = time.time()

baidufanyi = baidu\_SpeechRecognition(pid\_list[dev\_pid])

for i in range(total\_file): #在所给文件范围内循环运行

item\_time = time.time() #项目时间

file\_name = video\_file[i].split('\\')[-1]

print('\n>>>>>>>> ...正在处理音频... <<<<<<<<', end='')

audio\_file = separate\_audio(video\_file[i], wav\_path) #视频转音频

timelist = cut\_point(audio\_file, dbfs=1.15) #音频切割

if timelist:

print('\r>>>>>>>> 当前:{} 预计:{} <<<<<<<<'.format(

'%03d' % (i),

countTime(len(timelist) \* 5, now=False)

))

srt\_name = video\_file[i][:video\_file[i].rfind('.')] + '.srt'

#根据时间将输出循环写入字幕文件

baidufanyi.load\_audio(audio\_file)

StartHandle(timelist, srt\_name, srt\_mode, re\_print)

print('\n{} 处理完成, 本次用时{}'.format(file\_name, countTime(item\_time)))

else:

print('音频参数错误')

#执行完成，统计所用时间

input('全部完成, 处理了{}个文件, 全部用时{}'.format(total\_file, countTime(total\_time)))

#本部分包括活动类、模块的相关函数、主函数代码

from moviepy.editor import AudioFileClip

from pydub import AudioSegment

from pydub.silence import detect\_silence

from aip import AipSpeech

import os

import time

import re

import requests

import js2py

class baidu\_Translate():

def \_\_init\_\_(self):

self.js = js2py.eval\_js('''

var i = null;

function n(r, o) {

for (var t = 0; t < o.length - 2; t += 3) {

var a = o.charAt(t + 2);

a = a >= "a" ? a.charCodeAt(0) - 87 : Number(a),

a = "+" === o.charAt(t + 1) ? r >>> a: r << a,

r = "+" === o.charAt(t) ? r + a & 4294967295 : r ^ a

}

return r

}

var hash = function e(r,gtk) {

var o = r.match(/[\uD800-\uDBFF][\uDC00-\uDFFF]/g);

if (null === o) {

var t = r.length;

t > 30 && (r = "" + r.substr(0, 10) + r.substr(Math.floor(t / 2) - 5, 10) + r.substr( - 10, 10))

} else {

for (var e = r.split(/[\uD800-\uDBFF][\uDC00-\uDFFF]/), C = 0, h = e.length, f = []; h > C; C++)"" !== e[C] && f.push.apply(f, a(e[C].split(""))),

C !== h - 1 && f.push(o[C]);

var g = f.length;

g > 30 && (r = f.slice(0, 10).join("") + f.slice(Math.floor(g / 2) - 5, Math.floor(g / 2) + 5).join("") + f.slice( - 10).join(""))

}

var u = void 0,

u = null !== i ? i: (i = gtk || "") || "";

for (var d = u.split("."), m = Number(d[0]) || 0, s = Number(d[1]) || 0, S = [], c = 0, v = 0; v < r.length; v++) {

var A = r.charCodeAt(v);

128 > A ? S[c++] = A: (2048 > A ? S[c++] = A >> 6 | 192 : (55296 === (64512 & A) && v + 1 < r.length && 56320 === (64512 & r.charCodeAt(v + 1)) ? (A = 65536 + ((1023 & A) << 10) + (1023 & r.charCodeAt(++v)), S[c++] = A >> 18 | 240, S[c++] = A >> 12 & 63 | 128) : S[c++] = A >> 12 | 224, S[c++] = A >> 6 & 63 | 128), S[c++] = 63 & A | 128)

}

for (

var p = m,F = "+-a^+6", D = "+-3^+b+-f", b = 0;

b < S.length; b++) p += S[b],p = n(p, F);

return p = n(p, D),

p ^= s,

0 > p && (p = (2147483647 & p) + 2147483648),

p %= 1e6,

p.toString() + "." + (p ^ m)

}

''')

headers = {

'user-agent': 'Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/72.0.3626.96 Safari/537.36', }

self.session = requests.Session()

self.session.get('https://fanyi.baidu.com', headers=headers)

response = self.session.get('https://fanyi.baidu.com', headers=headers)

self.token = re.findall("token: '(.\*?)',", response.text)[0]

self.gtk = '320305.131321201' # re.findall("window.gtk = '(.\*?)';", response.text, re.S)[0]

def translate(self, query, from\_lang='en', to\_lang='zh'):

#语言检测

self.session.post('https://fanyi.baidu.com/langdetect', data={'query': query})

#单击事件 self.session.get('https://click.fanyi.baidu.com/?src=1&locate=zh&action=query&type=1&page=1')

#翻译

data = {

'from': from\_lang,

'to': to\_lang,

'query': query,

'transtype': 'realtime',

'simple\_means\_flag': '3',

'sign': self.js(query, self.gtk),

'token': self.token

}

response =self.session.post('https://fanyi.baidu.com/v2transapi', data=data)

json = response.json()

if 'error' in json:

pass

#return 'error: {}'.format(json['error'])

else:

return response.json()['trans\_result']['data'][0]['dst']

class baidu\_SpeechRecognition():

def \_\_init\_\_(self, dev\_pid):

#百度语音识别API

Speech\_APP\_ID = '19712136'

Speech\_API\_KEY = 'Loo4KbNtagchc2BLdCnHEnZl'

Speech\_SECRET\_KEY = 'DO4UlSnw7FzpodU2G3yXQSHLv6Q2inN8'

self.dev\_pid = dev\_pid

self.SpeechClient = AipSpeech(Speech\_APP\_ID, Speech\_API\_KEY, Speech\_SECRET\_KEY)

self.TranslClient = baidu\_Translate()

def load\_audio(self, audio\_file):

self.source = AudioSegment.from\_wav(audio\_file)

def speech\_recognition(self, offset, duration, fanyi):

data = self.source[offset \* 1000:duration \* 1000].raw\_data

result = self.SpeechClient.asr(data, 'wav', 16000, {'dev\_pid': self.dev\_pid, })

fanyi\_text = ''

if fanyi:

try:

fanyi\_text = self.TranslClient.translate(result['result'][0])

except:

pass

try:

return [result['result'][0], fanyi\_text]

except:

#print('错误:',result)

return ['', '']

def cut\_point(path, dbfs=1.25):

sound = AudioSegment.from\_file(path, format="wav")

tstamp\_list = detect\_silence(sound, 600, sound.dBFS \* dbfs, 1)

timelist = []

for i in range(len(tstamp\_list)):

if i == 0:

back = 0

else:

back = tstamp\_list[i - 1][1] / 1000

timelist.append([back, tstamp\_list[i][1] / 1000])

min\_len = 0.5

max\_len = 5

result = []

add = 0

total = len(timelist)

for x in range(total):

if x + add < total:

into, out = timelist[x + add]

if out-into>min\_len and out - into < max\_len and x + add + 1 < total:

add += 1

out = timelist[x + add][1]

result.append([into, out])

elif out - into > max\_len:

result.append([into, out])

else:

break

return result

def cut\_text(text, length=38):

newtext = ''

if len(text) > length:

while True:

cutA = text[:length]

cutB = text[length:]

newtext += cutA + '\n'

if len(cutB) < 4:

newtext = cutA + cutB

break

elif len(cutB) > length:

text = cutB

else:

newtext += cutB

break

return newtext

return text

def progressbar(total, temp, text='&&', lenght=40): #定义进度栏

content = '\r' + text.strip().replace('&&', '[{0}{1}]{2}%')

percentage = round(temp / total \* 100, 2)

a = round(temp / total \* lenght)

b = lenght - a

print(content.format('■' \* a, '□' \* b, percentage), end='')

def format\_time(seconds): #定义时间格式

sec = int(seconds)

m, s = divmod(sec, 60)

h, m = divmod(m, 60)

fm = int(str(round(seconds, 3)).split('.')[-1])

return "%02d:%02d:%02d,%03d" % (h, m, s, fm)

def separate\_audio(file\_path, save\_path): #定义音频间隔

audio\_file = save\_path + '\\tmp.wav'

audio = AudioFileClip(file\_path)

audio.write\_audiofile(audio\_file, ffmpeg\_params=['-ar', '16000', '-ac', '1'], logger=None)

return audio\_file

def file\_filter(path, alldir=False): #定义文件过滤

key = ['mp4', 'mov']

if alldir:

dic\_list = os.walk(path)

else:

dic\_list = os.listdir(path)

find\_list = []

for i in dic\_list:

if os.path.isdir(i[0]):

header = i[0]

file = i[2]

for f in file:

for k in key:

if f.rfind(k) != -1:

find\_list.append([header, f])

else:

for k in key:

if i.rfind(k) != -1:

find\_list.append([path, i])

if find\_list:

find\_list.sort(key=lambda txt: re.findall(r'\d+', txt[1])[0])

return find\_list

def countTime(s\_time, now=True): #定义累计时间

if now: s\_time = (time.time() - s\_time)

m, s = divmod(int(s\_time), 60)

return '{}分{}秒'.format('%02d' % (m), '%02d' % (s))

def \_\_line\_\_print\_\_(txt='-' \* 10): #定义打印

print('\n' + '-' \* 10 + ' ' + txt + ' ' + '-' \* 10 + '\n')

if \_\_name\_\_ == '\_\_main\_\_': #主函数

def StartHandle(timeList, save\_path, srt\_mode=2, result\_print=False):

index = 0

total = len(timeList)

a\_font = r'{\fn微软雅黑\fs14}'

b\_font = r'{\fn微软雅黑\fs10}'

fanyi = False if srt\_mode == 1 else True

file\_write = open(save\_path, 'a', encoding='utf-8')

for x in range(total):

into, out = timelist[x]

timeStamp = format\_time(into - 0.2) + ' --> ' + format\_time(out - 0.2)

result = baidufanyi.speech\_recognition(into + 0.1, out - 0.1, fanyi)

if result\_print:

if srt\_mode == 0:

print(timeStamp, result[0])

else:

print(timeStamp, result)

else:

progressbar(total, x, '识别中...&& - {0}/{1}'.format('%03d' % (total), '%03d' % (x)), 44)

if len(result[0]) > 1:

index += 1

text = str(index) + '\n' + timeStamp + '\n'

if srt\_mode == 0: #仅中文

text += a\_font + cut\_text(result[1])

elif srt\_mode == 1: #仅英文

text += b\_font + cut\_text(result[0])

else: #中文+英文

text += a\_font + cut\_text(result[1]) + '\n' + b\_font + result[0]

text = text.replace('\u200b', '') + '\n\n'

file\_write.write(text)

file\_write.close()

if not result\_print:

progressbar(total, total, '识别中...&& - {0}/{1}'.format('%03d' % (total), '%03d' % (total)), 44)

os.system('cls')

wav\_path = os.environ.get('TEMP')

#语音模型

pid\_list = 1536, 1537, 1737, 1637, 1837, 1936

#设置参数

print('[ 百度语音识别字幕生成器 - by 谷健&任家旺 ]\n')

\_\_line\_\_print\_\_('1 模式选择')

input\_dev\_pid = input('请选择识别模式:\n'

'\n (1)普通话,'

'\n (2)普通话+简单英语,'

'\n (3)英语,'

'\n (4)粤语,'

'\n (5)四川话,'

'\n (6)普通话-远场'

'\n\n请输入一个选项(默认3):')

\_\_line\_\_print\_\_('2 字幕格式')

input\_srt\_mode = input('请选择字幕格式:\n'

'\n (1)中文,'

'\n (2)英文,'

'\n (3)中文+英文，'

'\n\n请输入一个选项(默认3):')

\_\_line\_\_print\_\_('3 实时输出')

input\_print = input('是否实时输出结果到屏幕? (默认:否/y:输出):').upper()

#处理参数

dev\_pid = int(input\_dev\_pid) if input\_dev\_pid else 3

dev\_pid -= 1

srt\_mode = int(input\_srt\_mode) if input\_srt\_mode else 3

srt\_mode -= 1

re\_print = True if input\_print == 'Y' else False

#输入文件

\_\_line\_\_print\_\_('4 打开文件')

input\_file = input('请拖入一个文件或文件夹并按回车:').strip('"')

video\_file = []

if not os.path.isdir(input\_file):

video\_file = [input\_file]

else:

file\_list = file\_filter(input\_file)

for a, b in file\_list:

video\_file.append(a + '\\' + b)

#执行确认

select\_dev = ['普通话', '普通话+简单英语', '英语', '粤语', '四川话', '普通话-远场']

select\_mode = ['中文', '英文', '中文+英文']

\_\_line\_\_print\_\_('5 确认执行')

input('当前的设置:\n识别模式: {0}, 字幕格式: {1}, 输出结果: {2}\n当前待处理文件 {3} 个\n请按下回车开始处理...'.format(

select\_dev[dev\_pid],

select\_mode[srt\_mode],

'是' if re\_print else '否',

len(video\_file)

))

#批量处理

total\_file = len(video\_file)

total\_time = time.time()

baidufanyi = baidu\_SpeechRecognition(pid\_list[dev\_pid])

for i in range(total\_file):

item\_time = time.time()

file\_name = video\_file[i].split('\\')[-1]

print('\n>>>>>>>> ...正在处理音频... <<<<<<<<', end='')

audio\_file = separate\_audio(video\_file[i], wav\_path)

timelist = cut\_point(audio\_file, dbfs=1.15)

if timelist:

print('\r>>>>>>>> 当前:{} 预计:{} <<<<<<<<'.format(

'%03d' % (i),

countTime(len(timelist) \* 5, now=False)

))

srt\_name = video\_file[i][:video\_file[i].rfind('.')] + '.srt'

baidufanyi.load\_audio(audio\_file)

StartHandle(timelist, srt\_name, srt\_mode, re\_print)

print('\n{} 处理完成, 本次用时{}'.format(file\_name, countTime(item\_time)))

else:

print('音频参数错误')

#执行完成

input('全部完成, 处理了{}个文件, 全部用时{}'.format(total\_file, countTime(total\_time)))

项目15 发型推荐系统设计

15.3 模块实现

15.3.1 Face++·API调用

相关代码如下：

#导入相应库文件

import requests

from json import JSONDecoder  
import urllib.error  
import base64  
import os  
import time

4)性别检测函数

相关代码如下：

#用户性别，参数为图片路径

def detect\_gender(filepath):

#URL  
 http\_url1 = 'https://api-cn.faceplusplus.com/facepp/v3/detect'

#账号密码  
 key = "CNsZZXKA4M2qzlz8lKw5ML0BRSitwHfW"  
 secret = "c8udJa\_mDz\_KIRAhrvxV9w5PbrrVtTM0"

#数据提交  
 data1= {'api\_key': key, 'api\_secret': secret, 'return\_attributes': "gender"}  
 files1 = {"image\_file": open(filepath, "rb")}

#数据获取  
 response1 = requests.post(http\_url1, data=data1, files=files1)

#数据进行utf-8编译后解码处理  
 req\_con1 = response1.content.decode('utf-8')  
 req\_dict1 = JSONDecoder().decode(req\_con1)

#网络状态

#判断获取到的数据是否为正确数据  
 if response1.status\_code == requests.codes.ok:

#提取正确数据的性别相关内容  
 sex = req\_dict1["faces"][0]['attributes']['gender']['value']  
 print(req\_dict1["faces"][0]['attributes']['gender']['value'])  
 return sex  
 else:

#数据错误则打印性别识别失败，返回空值  
 print('faile to detect\_gender')  
 return None

5)脸型检测函数

相关代码如下：

#用户脸型  
def detect\_face\_type(filepath):  
 http\_url2 = 'https://api-cn.faceplusplus.com/facepp/v1/facialfeatures'  
 key = "CNsZZXKA4M2qzlz8lKw5ML0BRSitwHfW"  
 secret = "c8udJa\_mDz\_KIRAhrvxV9w5PbrrVtTM0"  
 data2 = {'api\_key': key, 'api\_secret': secret}  
 files2 = {"image\_file": open(filepath, "rb")}  
 response2 = requests.post(http\_url2, data=data2, files=files2)  
 req\_con2 = response2.content.decode('utf-8')  
 req\_dict2 = JSONDecoder().decode(req\_con2)  
 if response2.status\_code == requests.codes.ok:

#提取正确数据的脸型相关内容  
 face\_type = req\_dict2["result"]["face"]["face\_type"]  
 print(req\_dict2["result"]["face"]["face\_type"])  
 return face\_type  
 else:

#数据错误则打印脸型识别失败，返回空值  
 print('faile to detect\_face\_type')  
 return None

6)人脸融合主函数

相关代码如下：

#识别人脸关键点信息

def find\_face(imgpath):  
 http\_url1 = 'https://api-cn.faceplusplus.com/facepp/v3/detect'  
 key = "CNsZZXKA4M2qzlz8lKw5ML0BRSitwHfW"  
 secret = "c8udJa\_mDz\_KIRAhrvxV9w5PbrrVtTM0"

#"return\_landmark": 2表示获取106个人脸关键点信息  
 data1 = {'api\_key': key, 'api\_secret': secret, "return\_landmark": 2}

#判断路径图片是否存在  
 if os.path.isfile(imgpath)==False:  
 return None  
 files = {"image\_file": open(imgpath, "rb")}  
 response1 = requests.post(http\_url1, data=data1, files=files)  
 req\_con1 = response1.content.decode('utf-8')  
 req\_dict1 = JSONDecoder().decode(req\_con1)  
 if response1.status\_code == requests.codes.ok:

#获取人脸关键点信息  
 face\_rectangle = req\_dict1["faces"][0]['face\_rectangle']  
 return face\_rectangle  
 else:  
 print('faile to find\_face')  
 #number表示换脸的相似度  
 #将上述关键点信息调用，实现人脸融合

#参数为用户人像路径、模型发型路径、生成效果图路径

#number表示人脸融合相似度范围为0~100  
def merge\_face(image\_url\_1, image\_url\_2, image\_url, number):  
 ff1 = find\_face(image\_url\_1)  
 ff2 = find\_face(image\_url\_2)  
 if ff1 and ff2:  
 rectangle1 = str(str(ff1['top']) + "," + str(ff1['left']) + "," + str(ff1['width']) + "," + str(ff1['height']))  
 rectangle2 = str(ff2['top']) + "," + str(ff2['left']) + "," + str(ff2['width']) + "," + str(ff2['height'])  
 url\_add = "https://api-cn.faceplusplus.com/imagepp/v1/mergeface"  
 f1 = open(image\_url\_1, 'rb')  
 f1\_64 = base64.b64encode(f1.read())  
 f1.close()  
 f2 = open(image\_url\_2, 'rb')  
 f2\_64 = base64.b64encode(f2.read())  
 f2.close()  
 data = {"api\_key": "CNsZZXKA4M2qzlz8lKw5ML0BRSitwHfW", "api\_secret": "c8udJa\_mDz\_KIRAhrvxV9w5PbrrVtTM0",  
 "template\_base64": f1\_64, "template\_rectangle": rectangle1,  
 "merge\_base64": f2\_64, "merge\_rectangle": rectangle2, "merge\_rate": number}  
 response = requests.post(url\_add, data=data)  
 req\_con = response.content.decode('utf-8')  
 req\_dict = JSONDecoder().decode(req\_con)  
 #判断网络状态  
 if response.status\_code == requests.codes.ok:  
 result = req\_dict['result']  
 imgdata = base64.b64decode(result)  
 file = open(image\_url, 'wb')

#图片保存到相应路径  
 file.write(imgdata)  
 file.close()  
 else:  
 print('faile to merge\_face')  
 return None

15.3.2 数据爬取

爬虫实现

本部分包括引入库文件、爬虫初始化。

#引入库文件

from selenium import webdriver  
import urllib.request  
import re  
import requests  
from json import JSONDecoder  
import urllib.error  
import base64  
import time  
from selenium.webdriver.chrome.options import Options

#爬虫初始化，浏览器初始化并模拟滚动条向下滚动

word ="男生发型"  
#创建一个参数对象，用来控制chrome以无界面模式打开  
chrome\_options = Options()  
chrome\_options.add\_argument('--headless')  
chrome\_options.add\_argument('--disable-gpu')  
#驱动路径  
path = r'C:\Users\ZBLi\Desktop\1801\day05\ziliao\chromedriver.exe'  
#创建浏览器对象  
browser = webdriver.Chrome(executable\_path="C:\Program Files (x86)\Google\chromedriver.exe", chrome\_options=chrome\_options)  
#参数添加  
browser.maximize\_window() #最大化

#地址加入关键词实现网址获取  
browser.get('http://image.baidu.com/search/index?tn=baiduimage&ps=1&ct=201326592&lm=-1&cl=2&nc=1&ie=utf-8&word='+word)  
js = 'var action=document.documentElement.scrollTop=10001'  
#设置滚动条距离顶部的位置为 10000， 超过10000就是最底部  
for i in range(5):#共执行5次脚本 实现滑轮向下滚动5次  
 browser.execute\_script(js) #执行脚本  
 time.sleep(2) #休眠2s

#读取源代码  
data=browser.page\_source  
#爬虫  
k = re.split(r'\s+',data)  
s = []  
sp = []

#进行正则表达式匹配  
for i in k :  
 if re.match(r'data-objurl=',i) :  
 if re.match(r'.\*?jpg"', i)or re.match(r'.\*?png"', i):  
 s.append(i)

for it in s :  
 if (re.match(r'.\*?png"',it) or re.match(r'.\*?jpg"',it) ):  
 sp.append(it)

#将匹配到的多余部分进行删减精准定位URL信息  
for it in sp:  
 m = re.search(r'data-objurl="(.\*?)"',it)  
 iturl =m.group(1)  
 #url  
 print(iturl)  
 itdata = None

#避免出现数据读取过慢而导致超时问题

#如果规定时间内无法识别则跳过并睡眠0.1s  
 try:  
 itdata = urllib.request.urlopen(iturl,data=None,timeout=1).read()  
 except:  
 time.sleep(0.1)

#itdata为爬取图片的URL  
 if itdata==None:  
 continue

图片分类存储，采用Face++ 爬取图片的性别与脸型信息并存储(存储图片类型共分为14种：两种性别、七种脸型)，以瓜子脸为例 ，相关代码如下：

#判断脸型是否存在并将其导入变量

if (detect\_face\_type(itdata) and detect\_gender(itdata)):  
 sex = detect\_gender(itdata)  
 face\_type = detect\_face\_type(itdata)  
 #瓜子脸

#判断脸型与性别，符合则存储至相应位置并重命名为Male\_ pointed\_faceNUM   
 if sex == 'Male' and face\_type == 'pointed\_face':

#存储到指定区域并分类别命名  
 f = open('E:\BeautifulPicture\\' + sex + '\_' + face\_type + str(Male\_pointed\_num) + '.jpg', "wb")

#序号逐渐增加代表每一种脸型的总数不断增加  
 Male\_pointed\_num += 1  
 f.write(itdata)  
 f.close()  
 if sex == 'Female' and face\_type == 'pointed\_face':  
 f = open('E:\BeautifulPicture\\' + sex + '\_' + face\_type + str(Female\_pointed\_num) + '.jpg', "wb")  
 Female\_pointed\_num += 1  
 f.write(itdata)  
 f.close()

#最后退出终止浏览器

browser.execute\_script(js)  
browser.quit()

15.3.3 模型构建

1.库函数调用

相关代码如下：

#调用相应库实现功能

#-\*- coding: utf-8 -\*-  
import requests  
from json import JSONDecoder  
import urllib.error  
import base64  
import os  
import time

#模拟用户面部图片并设定路径，后面GUI调试将变为可视化打开图片形式

filepath = r"E:/new/Female\_oval\_face9.jpg"  
sex = detect\_gender(filepath)  
face\_type = detect\_face\_type(filepath)

#人脸融合-核心函数core()

#以瓜子脸为例，假设模板最多25种发型推荐

number = 25

Male\_pointed\_num = 1

Female\_pointed\_num = 1

if sex == 'Male' and face\_type == 'pointed\_face':

#i从1~25进行循环  
 for i in range(number):

#判断是否存在该图片路径，存在则进行人脸融合  
 if os.path.isfile(r"E:\app\picture\Male\_pointed\_face" + str(Male\_pointed\_num) + ".jpg"):  
 exm=r"E:\app\picture\Male\_pointed\_face" + str(Male\_pointed\_num)+".jpg"  
 result = r"E:\app\picture1\\" + str(Male\_pointed\_num) + ".jpg"

#人脸融合更加真实，设定相似度为90/100  
 merge\_face(exm, filepath, result, 90)

#成功则进行下一部分循环  
 Male\_pointed\_num += 1  
 print("人脸融合成功")

#女性瓜子脸效果同上  
#Female\_pointed\_face(瓜子脸)  
if sex == 'Female' and face\_type == 'pointed\_face':  
 for i in range(number):

#每次循环计数加一判断发型模板是否存在，存在则进行人脸融合  
 if os.path.isfile(r"E:\app\picture\Female\_pointed\_face" + str(Female\_pointed\_num) + ".jpg"):  
 exm = r"E:\app\picture\Female\_pointed\_face" + str(Female\_pointed\_num) + ".jpg"  
 result = r"E:\app\picture1\\" + str(Female\_pointed\_num) + ".jpg"  
 merge\_face(exm, filepath, result, 90)  
 Female\_pointed\_num += 1  
 print("人脸融合成功")

15.3.4 用户界面设计

相关代码如下：

1)需要调用的库文件

相关代码如下：

#-\*- coding:utf-8 -\*-  
from tkinter import \*  
from PIL import Image,ImageTk  
from tkinter.filedialog import askopenfilename  
import requests  
from json import JSONDecoder  
import urllib.error  
import base64  
import os

2)读取用户人脸图片位置

相关代码如下：

#获取可视化打开的文件路径

def getpathfile():  
 root = Tk()

#GUI界面图标设置

root.iconbitmap(r'e:\app\ling.ico')  
 width = 500  
 height = 500

#界面居中显示  
 screenwidth = root.winfo\_screenwidth()  
 screenheight = root.winfo\_screenheight()  
 alignstr = '%dx%d+%d+%d' % (width, height, (screenwidth - width) / 2, (screenheight - height) / 2)  
 root.geometry(alignstr)  
 def choosepic():  
 global filepath  
 path\_ = askopenfilename()  
 path.set(path\_)  
 img\_open=Image.open(file\_entry.get()).resize((350,400),Image.ANTIALIAS)  
 img = ImageTk.PhotoImage(img\_open)  
 image\_label.config(image=img)  
 image\_label.image = img   
 filepath = path\_  
 path = StringVar()  
 Button(root, text='选择图片',font=('Arial', 15),bg="yellow",command=choosepic).pack()  
 Button(root, text='ok',font=('Arial', 15), command=root.destroy).pack()  
 file\_entry = Entry(root, state='readonly', text=path)  
 image\_label = Label(root)  
 image\_label.pack()  
 root.mainloop()

3)判断用户人脸图片是否能成功识别函数

相关代码如下：

#用户人脸图片识别成功显示GUI界面

def yes():  
 root = Tk()

#GUI界面图标设置

root.iconbitmap(r'e:\app\ling.ico')  
 width = 500  
 height = 100

#界面居中显示  
 screenwidth = root.winfo\_screenwidth()  
 screenheight = root.winfo\_screenheight()  
 alignstr = '%dx%d+%d+%d' % (width, height, (screenwidth - width) / 2, (screenheight - height) / 2)  
 root.geometry(alignstr)  
 root.title('识别成功')  
 #text = StringVar()  
 #text.set("已为您搜索"+str(num)+"种合适的发型。。。")  
 Label(root, text='识别成功，请稍后', font=('Arial', 20)).pack()  
 Button(root, text='继续', command=root.destroy).pack()  
 #Label(root, textvariable=text, font=('Arial', 20)).pack()  
 root.mainloop()

#用户人脸图片识别失败显示GUI界面  
def no():  
 root = Tk()

#GUI界面图标设置

root.iconbitmap(r'e:\app\ling.ico')  
 width = 500  
 height = 100  
 screenwidth = root.winfo\_screenwidth()  
 screenheight = root.winfo\_screenheight()  
 alignstr = '%dx%d+%d+%d' % (width, height, (screenwidth - width) / 2, (screenheight - height) / 2)  
 root.geometry(alignstr)  
 root.title('识别失败')  
 Label(root, text='识别失败，建议您重新选择合适图片！',font=('Arial', 20)).pack()  
 Button(root, text='结束', command=root.destroy).pack()  
 #Button(root, text='返回上一步', command=getpathfile).pack()  
 frm = Frame(root).pack()  
 root.mainloop()

4)最终效果图展示函数

相关代码如下：

def show(sex,face\_type):  
 root1 = Tk()

#GUI界面图标设置

root1.iconbitmap(r'e:\app\ling.ico')  
 #设置窗口居中  
 width = 500  
 height = 500

#界面居中显示  
 screenwidth = root1.winfo\_screenwidth()  
 screenheight = root1.winfo\_screenheight()  
 alignstr = '%dx%d+%d+%d' % (width, height, (screenwidth - width) / 2, (screenheight - height) / 2)  
 root1.geometry(alignstr)  
 root1.title('效果展示')

#实现动态参数替换

#即每次改变图片，编号实时更新  
 text = StringVar()  
 image\_label = Label(root1)  
 #默认展示第一张图片  
 pilImage\_pre1 = Image.open(r"E:\app\picture1\\" + str(cou) + ".jpg")  
 pilImage1 = pilImage\_pre1.resize((350, 400), Image.ANTIALIAS)  
 tkImage1 = ImageTk.PhotoImage(image=pilImage1)  
 image\_label.config(image=tkImage1)  
 image\_label.image = tkImage1   
 root1.update\_idletasks() #更新图片，必须update

text.set(str(cou) + "/" + str(num))#更新图片编号

#下一张功能实现  
 def change\_next():  
 global cou

#cou为当前展示图片编号

#num为用户搜索到的所有图片数量  
 if cou<num:  
 cou = cou + 1  
 pilImage\_pre = Image.open(r"E:\app\picture1\\" + str(cou) + ".jpg")  
 pilImage = pilImage\_pre.resize((350, 400), Image.ANTIALIAS)  
 tkImage = ImageTk.PhotoImage(image=pilImage)  
 image\_label.config(image=tkImage)  
 image\_label.image = tkImage #保持参考点  
 root1.update\_idletasks() #更新图片，必须update  
 text.set(str(cou)+"/"+str(num)) #更新图片编号

else:

#达到下限  
 print("error")

#上一张功能实现

def change\_prior():  
 global cou  
 if cou > 1:  
 cou = cou - 1  
 pilImage\_pre = Image.open(r"E:\app\picture1\\" + str(cou) + ".jpg")  
 pilImage = pilImage\_pre.resize((350, 400), Image.ANTIALIAS)  
 tkImage = ImageTk.PhotoImage(image=pilImage)  
 image\_label.config(image=tkImage)  
 image\_label.image = tkImage #保持参考点  
 root1.update\_idletasks() #更新图片，必须update  
 text.set(str(cou)+"/"+str(num)) #更新图片编号  
 else: #达到上限  
 print("error")  
 Button(root1, text='下一张', command=change\_next).pack(side=RIGHT)  
 Button(root1, text='上一张', command=change\_prior).pack(side=LEFT)  
 #Label(root1, text="您的脸型为"+face\_type, font=('Arial', 20)).pack(side=TOP)  
 if face\_type=="long\_face":  
 Label(root1, text="您的脸型为长脸" , font=('Arial', 20)).pack(side=TOP)  
 if sex == "Female":  
 Label(root1, text="长脸的你适合俏皮花苞头、蝴蝶结的发箍配上梨花头", font=('Arial', 15)).pack(side=TOP)  
 if sex == "Male":  
 Label(root1, text="长脸的你适合中分刘海的顺直短发发型", font=('Arial', 15)).pack(side=TOP)

Label(root1, text="生产发型已为您自动保存到E\APP\picture1 文件夹", font=('Arial', 10)).pack(side=BOTTOM)  
 Label(root1, textvariable=text, font=('Arial', 20)).pack(side=BOTTOM)  
 Frame(root1).pack()  
 image\_label.pack()  
 root1.mainloop()

5)模块拼接

def main():

#得到图片路径  
 getpathfile()  
 print(filepath)

#得到用户性别与脸型  
 sex = detect\_gender(filepath)  
 print(sex)  
 face\_type = detect\_face\_type(filepath)  
 print(face\_type)

#判断是否可以进行发型推荐  
 if (sex and face\_type):

#继续  
 yes()  
 print("yes")  
 else:

#失败提示  
 no()  
 print("no")

#传递脸型与性别进行人脸融合  
 core(sex,face\_type)

#num变量作为全局参数记录所有推荐发型总和   
 print("共" + str(num) + "张图片可供选择")

#推荐发型数量大于0则进行展示  
 if num > 0:  
 show(sex, face\_type)  
 else:  
 print("查找失败")

项目16 基于百度AI的垃圾分类推荐系统

16.3 模块实现

16.3.1 PC端垃圾分类

1.获取access\_token

相关代码如下：

import requests

#client\_id 为官网获取的AK，client\_secret 为官网获取的SK

host='https://aip.baidubce.com/oauth/2.0/token?grant\_type=client\_credentials&client\_id=[AK]&client\_secret=[SK]'

response = requests.get(host)

if response:

print(response.json())

2.载入图片函数

垃圾分类图像识别的图片来自本地文件，而百度AI要求识别的图片用64位编码，所以导入win32ui和base64库。Win32ui库用于生成文件对话框，base64库用于对图片文件进行编码。

defimage\_load(): #导入图片函数  
dlg= win32ui.CreateFileDialog(1)

#获取一个PyCFileDialog类的对象，通俗讲就是一个对话框，参数1表示“打开文件”对话框  
dlg.SetOFNInitialDir(os.path.abspath(os.curdir))

#指示对话框打开目录  
dlg.DoModal()

#显示对话框，返回一个整数，这个整数指定对话框的操作  
image\_path = dlg.GetPathName()

#以字符串的形式返回完整的文件名  
f = open(image\_path, **'rb'**)

#打开一个文件，设置需要打开的选项  
image = base64.b64encode(f.read())

#二进制方式打开图片文件  
f.close

#关闭文件  
return image

3.百度AI调用函数

defbaiduai\_query(image):  
request\_url= "https://aip.baidubce.com/rest/2.0/image-classify/v2/advanced\_general"  
access\_token= '24.fdaa8f2c2686c85f8b2eca9f32c1289a.2592000.1588922347.282335-18675408'  
request\_url = request\_url+ "?access\_token=" + access\_token  
 data = parse.urlencode({"image": image})  
headers = {'Content-Type': 'application/x-www-form-urlencoded'}  
request = requests.post(request\_url, data=data, headers=headers)  
r = json.loads(request.text)  
key1 = r['result'][0]['keyword']  
root1 = r['result'][0]['root']   
keyword = [key1,root1]  
return keyword

4.get\_html函数

在网站<https://lajifenleiapp.com/>中获取其网页源码。

defget\_html(url):  
headers = {  
'User-Agent':'Mozilla/5.0(Macintosh; Intel Mac OS X 10\_11\_4)\  
AppleWebKit/537.36(KHTML, like Gecko) Chrome/52 .0.2743. 116 Safari/537.36'  
} #模拟浏览器访问  
response = requests.get(url,headers= headers) #请求访问网站  
html = response.text #获取网页源码  
return html #返回网页源码

5.main函数

soup= BeautifulSoup(get\_html("https://lajifenleiapp.com/sk/"+query\_word[0]), 'lxml')

#初始化BeautifulSoup库,并设置解析器  
nonex= soup.find('div', attrs={'class': 'col-md-9 col-xs-12'})  
if nonexis None: #节点不存在，说明有该垃圾的相关信息  
laji= soup.find('span', attrs={'style': 'color:#D42121;'})

#该节点是查询的垃圾名字  
shuyu= soup.find('span', attrs={'style': 'color:#FBbC28;'})  
fenlei= soup.find('span', attrs={'style': '#2e2a2b'})

#该节点是垃圾分类  
print(laji.string) #string提取文字  
print(shuyu.string.strip()) #string.strip()可以删除括号  
print(fenlei.string)  
else: #节点存在，说明没有该垃圾的相关信息  
print("没有与此物品名称匹配的词条")  
print("该物品属于：")  
print(query\_word[1])

#query\_word[1]是百度AI调用函数中的root1，即上级分类  
print("请查找与之分类相关的名称。")

2)根据输入的关键字进行垃圾分类

rubbishname= input(**"**输入要查询的垃圾名称：")  
soup = BeautifulSoup(get\_html("https://lajifenleiapp.com/sk/"+rubbishname), 'lxml') #初始化BeautifulSoup库,并设置解析器  
nonex= soup.find('div', attrs={'class': 'col-md-9 col-xs-12'})  
print("正在查询……")  
if nonexis None:  
laji= soup.find('span', attrs={'style': 'color:#D42121;'})  
shuyu= soup.find('span', attrs={'style': 'color:#FBbC28;'})  
fenlei= soup.find('span', attrs={'style': '#2e2a2b'})  
print(laji.string)   
print(shuyu.string.strip())   
print(fenlei.string)  
else:  
print(**"**没有与此物品名称匹配的词条")

6.GUI

#此部分为GUI界面设计

class Classification(object):

def \_\_init\_\_(self):

#创建主窗口,用于容纳其他组件

self.root = tkinter.Tk()

#给主窗口设置标题内容

self.root.title("智能垃圾分类")

#创建一个输入框,并设置尺寸

self.trash\_input = tkinter.Entry(self.root,width=30,text="请输入垃圾的名称")

self.trash\_input.grid(row=0,column=1)

#创建一个回显列表

self.display\_info = tkinter.Listbox(self.root, width=50,height=10)

self.display\_info.grid(row=10, columnspan=8, sticky=tkinter.E)

#创建查询按钮

self.result\_button1 = tkinter.Button(self.root, command = self.waste\_sorting1, text = "文字查询")

self.result\_button1.grid(row=0,column=0)

self.result\_button2 = tkinter.Button(self.root, command = self.waste\_sorting2, text = "图片查询")

self.result\_button2.grid(row=1,column=0)

#完成布局

16.3.2 移动端微信小程序

1.baiduacesstoken.js

const rq = require('request-promise')

/\*获取百度ai AccessToken\*/

exports.main = async(event, context) => {

  let apiKey = 'wPnvuS8WCKeAj6OHfGGQlY3R',

    grantType = 'client\_credentials',

    secretKey = 'ljoNDsp2HIlb0ePwgQtGxwNxoW9idak4',

    url = `https://aip.baidubce.com/oauth/2.0/token`

  return new Promise(async(resolve, reject) => {

    try {

      let data = await rq({

        method: 'POST',

        url,

        form: {

          "grant\_type": grantType,

          "client\_secret": secretKey,

          "client\_id": apiKey

        },

        json: true

      })

      resolve({

        code: 0,

        data,

        info: '操作成功！'

      })

    } catch (error) {

      console.log(error)

      if (!error.code) reject(error)

      resolve(error)

    }

  })

}

2.baidu-token-util.js

本模块解决accesstoken每隔一个月就失效的问题，如果accesstoken不存在就重新申请。

const getBdAiAccessToken = function () {

    return  new Promise((resolve, reject) => {

        console.log('getBdAiAccessToken!');

        var time = wx.getStorageSync("time");

        var curTime = new Date().getTime();

        console.log('time:'+time+'----curTime:'+curTime);

        console.log(parseInt((curTime - time) / 1000/60/60/24));

        var timeNum = parseInt((curTime - time) / 1000/60/60/24);

        console.log("token生成天数timeNum:" + timeNum);

        var accessToken = wx.getStorageSync("access\_token")

        console.log("缓存中的accessToken===" + accessToken)

        if (timeNum > 28 || (accessToken == "" ||

            accessToken == null || accessToken == undefined)) {

            //token超过28天或者不存在，则调用云函数重新获取

            wx.cloud.callFunction({

                name: 'baiduAccessToken',

                success: res => {

                    console.log("云函数获取token:" + JSON.stringify(res))

                    var access\_token = res.result.data.access\_token

                    wx.setStorageSync("access\_token", access\_token);

                    wx.setStorageSync("time", new Date().getTime());

                    resolve(

                        {

                            'access\_token': access\_token

                        }

                    );

                },

                fail: error => {

                    console.error('[云函数] [sum] 调用失败：', error);

                    reject('调用云函数失败：' + JSON.stringify(error));

                }

            });

        } else {

            //缓存中存在有效的token

            resolve(

                {

                    'access\_token': accessToken

                }

            );

        }

    });

}

module.exports = {

    getBdAiAccessToken: getBdAiAccessToken,

}

3.camera.js

var http = require('../../../utils/http.js')

var baiduTokenUtil = require('../../../utils/baidu-token-util.js');

// import { Utilaa } from 'util'

// var u = require('underscore')

Page({

    data: {

        isShow: false,

        results: [],

        src: "",

        isCamera: true,

        btnTxt: "拍照"

    },

    accessToken: "",

    onLoad() {

        this.ctx = wx.createCameraContext();

        var that=this

        wx.showShareMenu({

            withShareTicket: true //要求小程序返回分享目标信息

        });

        try {

            baiduTokenUtil.getBdAiAccessToken().then(

                function (res) {

                    console.log('获取百度ai token:' + JSON.stringify(res));

                    that.accessToken = res.access\_token;

                }, function (error) {

                    console.error('获取百度ai token:' + error);

                }

            );

        } catch (error) {

            console.error(error);

        }

    },

    takePhoto() {

        var that = this

        if (this.data.isCamera == false) {

            this.setData({

                isCamera: true,

                btnTxt: "拍照"

            })

            return

        }

        this.ctx.takePhoto({

            quality: 'high',

            success: (res) => {

                this.setData({

                    src: res.tempImagePath,

                    isCamera: false,

                    btnTxt: "重拍"

                })

                wx.showLoading({

                    title: '正在加载中',

                })

                wx.getFileSystemManager().readFile({

                    filePath: res.tempImagePath,

                    encoding: "base64",

                    success: res => {

                        that.req(that.accessToken, res.data)

                    },

                    fail: res => {

                        wx.hideLoading()

                        wx.showToast({

                            title: '拍照失败,未获取相机权限或其他原因',

                            icon: "none"

                        })

                    }

                })

            }

        })

    },

    req: function (token, image) {

        var that = this

        var data = {

            "image": image

        }

        wx.request({

            url: 'https://aip.baidubce.com/rest/2.0/image-classify/v2/advanced\_general?access\_token=' + token,

            method: 'post',

            data: data,

            header: {

                "content-type": "application/x-www-form-urlencoded",

            },

            success (res) {

                wx.hideLoading();

                console.log(res.data)

                var results = res.data.result;

                if (results) {

                    that.setData({

                        isShow: true,

                        results: results

                    })

                } else {

                    wx.showToast({

                        icon: 'none',

                        title: '没有认出来，可以再试试~',

                    })

                }

            },

            fail(error){

                wx.hideLoading();

                console.log(error);

                wx.showToast({

                    icon: 'none',

                    title: '请求失败了，请确保网络正常，重新试试~',

                })

            }

        });

    },

    radioChange: function (e) {

        console.log(e)

        console.log(e.detail)

        console.log(e.detail.value)

        wx.navigateTo({

            url: '/pages/ai/search?searchText=' + e.detail.value,

        })

    },

    hideModal: function () {

        this.setData({

            isShow: false,

        })

    },

    error(e) {

        console.log(e.detail)

    }

})

4.index.js(录音)

此模块功能为识别录音并返回搜索结果。

var checkPermissionUtil = require('../../utils/check-permission-util.js');

var baiduTokenUtil = require('../../utils/baidu-token-util.js');

Page({

    data: {

        SHOW\_TOP: true,

        canRecordStart: false,

    },

    isSpeaking: false,

    accessToken: "",

    onLoad: function (options) {

        console.log("onLoad！");

        var that=this

        wx.showShareMenu({

            withShareTicket: true //要求小程序返回分享目标信息

        });

        var isShowed = wx.getStorageSync("tip");

        if (isShowed != 1) {

            setTimeout(() => {

                this.setData({

                    SHOW\_TOP: false

                })

                wx.setStorageSync("tip", 1)

            }, 3 \* 1000)

        } else {

            this.setData({

                SHOW\_TOP: false

            })

        };

        try {

            baiduTokenUtil.getBdAiAccessToken().then(

                function (res) {

                    console.log('获取百度ai token:' + JSON.stringify(res));

                    console.log(res.access\_token)

                    that.accessToken = res.access\_token ;

                }, function (error) {

                    console.error('获取百度ai token:' + error);

                }

            );

        } catch (error) {

            console.error(error);

        }

    },

    goSearch: function () {

        wx.navigateTo({

            url: '/pages/ai/search'

        });

    },

    onBindCamera: function () {

        console.log('onBindCamera!');

        var that = this;

        try {

   checkPermissionUtil.checkPermission('scope.camera').then(function (res) {

                    console.log('检测权限结果：' + res);

                    wx.navigateTo({

                        url: 'camera/camera',

                    });

                }, function (err) {

                    console.error('检测权限结果失败：' + err);

                    wx.showToast({

                        title: '授权失败，无法使用该功能~',

                        icon: 'none'

                    });

                }

            );

        } catch (err) {

            console.error(err);

            wx.showToast({

                title: '授权失败，无法使用该功能~',

                icon: 'none'

            });

            return

        }

    },

    onTouchStart: function () {

        console.log('onTouchStart!' + this.data.canRecordStart);

        speaking.call(this);

        this.setData({

            canRecordStart: true

        });

        this.startRecordHandle();

    },

    onTouchEnd: function () {

        console.log('onTouchEnd!canRecordStart:' + this.data.canRecordStart + '----isSpeaking:' + this.isSpeaking);

        clearInterval(this.timer);

        this.setData({

            canRecordStart: false

        });

        if (this.isSpeaking) {

            wx.getRecorderManager().stop();

        }

    },

    //录音前检测scope.record授权情况

    async startRecordHandle() {

        var that = this;

        try {

            await checkPermissionUtil.checkPermission('scope.record').then(function (res) {

                    console.log('检测权限结果：' + res);

                    that.record();

                }, function (err) {

                    console.error('检测权限结果失败：' + err);

                    wx.showToast({

                        title: '授权失败，无法使用该功能~',

                        icon: 'none'

                    });

                }

            );

        } catch (err) {

            console.error(err);

            wx.showToast({

                title: '授权失败，无法使用该功能~',

                icon: 'none'

            });

            return

        }

    },

    //开始录音的时候

    record: function () {

        var that = this;

        console.log('startRecord!');

        const recorderManager = wx.getRecorderManager();

        const options = {

            duration: 30000,//指定录音的时长，单位 ms

            sampleRate: 16000,//采样率

            numberOfChannels: 1,//录音通道数

            encodeBitRate: 48000,//编码码率

            format: 'aac',//音频格式，有效值aac/mp3

        };

     console.log('开始正式录音前，canRecordStart' + this.data.canRecordStart);

        //开始录音

        if (this.data.canRecordStart) {

            recorderManager.start(options);

            this.isSpeaking = true;

        }

        recorderManager.onStart(() => {

            console.log('recorder start')

        });

        recorderManager.onPause(() => {

            console.log('recorder pause')

        })

        recorderManager.onStop((res) => {

            this.isSpeaking = false;

            console.log('recorder stop', res);

            //wx.hideLoading();

            if (res && res.duration < 1000) {

                wx.showToast({

                    title: '说话时间太短啦！',

                    icon: 'none'

                })

                return;

            }

            if (res && res.duration > 8000) {

                wx.showToast({

                    title: '说的有点长，可以精简点呀~',

                    icon: 'none'

                })

                return;

            }

            const {tempFilePath} = res

            this.speechRecognition(res);

        })

        //错误回调

        recorderManager.onError((res) => {

            // wx.showToast({

            //     title: '录音出错啦，请重试！',

            //

            // });

            console.error('录音错误回调：' + JSON.stringify(res));

        })

    },

    speechRecognition: function (res) {

        wx.showLoading({

            title: '识别中...',

        })

        var that = this;

        var fileSize = res.fileSize;

        var tempFilePath = res.tempFilePath;

        var format = 'pcm';

        if (tempFilePath) {

            format=tempFilePath.substring(tempFilePath.lastIndexOf('.')+ 1);

        }

        const fileSystemManager = wx.getFileSystemManager()

        fileSystemManager.readFile({

            filePath: res.tempFilePath,

            encoding: "base64",

            success(res){

                console.log(res);

                var base64 = res.data;

                var data = {

                    "format": format,

                    "rate": 16000,

                    "dev\_pid": 80001,

                    "channel": 1,

                    "token": that.accessToken,

                    "cuid": "baidu\_workshop",

                    "len": fileSize,

                    "speech": base64

                }

                console.log('语音识别请求参数：' + JSON.stringify(data));

                wx.request({

                    url: 'https://vop.baidu.com/pro\_api',

                    method: 'post',

                    data: data,

                    success (res) {

                        wx.hideLoading();

                        console.log(res.data)

                        var result = res.data.result;

                        if (result && result.length > 0) {

                            var location = result[0].lastIndexOf("。");

                            var text = '';

                            console.log(result[0]);

                            console.log('符号位置：' + location);

                            text = result[0].replace(/[\ |\~|\`|\!|\@|\#|\$|\%|\^|\&|\\*|\(|\)|\-|\\_|\+|\=|\||\\|\[|\]|\{|\}|\;|\:|\"|\'|\,|\<|\.|\。|\，|\！|\；|\>|\/|\?]/g, "");

                            console.log('text' + text);

                            wx.navigateTo({

                                url: '/pages/ai/search?searchText=' + text

                            })

                        } else {

                            //没有result，认为语音识别失败

                            wx.showModal({

                                title: '提示',

                                content: '不知道你说的啥，可以再试试~',

                                showCancel: false,

                                success (res) {

                                    if (res.confirm) {

                                        console.log('用户点击确定')

                                    } else if (res.cancel) {

                                        console.log('用户点击取消')

                                    }

                                }

                            })

                        }

                    },

                    fail(error){

                        wx.hideLoading();

                        console.log(error);

                        wx.showToast({

                            icon: 'none',

                            title: '请求失败了，请确保网络正常，重新试试~',

                        })

                    }

                })

            },

            fail(res){

                wx.hideLoading();

                console.log(res)

            }

        })

    },

});

//麦克风帧动画

function speaking() {

    var \_this = this;

    //话筒帧动画

    var i = 1;

    this.timer = setInterval(function () {

        i++;

        i = i % 5;

        \_this.setData({

            j: i

        })

    }, 200);

}

5.garbage-sort-data.js（数据库）

建立数据库进行数据存储，数据库内容为各类垃圾常见类型。

var garbage\_sort\_data = [

    {

  "categroy": 1,

  "data": [{

    "letter":"A",

    "garbageItem": ["A4纸", "安全帽"]

  }, {

    "letter": "B",

      },

项目17 协同过滤音乐推荐系统

17.3 模块实现

17.3.1 数据预处理

1.数据集介绍

2.数据处理

相关代码如下：

#读取数据集

triplet\_dataset=pd.read\_csv(filepath\_or\_buffer=data\_home+'train\_triplets.txt', sep='\t', header=None, names=['user','song','play\_count'])

#对每一个用户，分别统计其播放量

output\_dict = {}

with open(data\_home+'train\_triplets.txt') as f:

for line\_number, line in enumerate(f):

#找到当前的用户

user = line.split('\t')[0]

#得到其播放量数据

play\_count = int(line.split('\t')[2])

#如果字典中已经有该用户信息，在其基础上增加当前的播放量

if user in output\_dict:

play\_count +=output\_dict[user]

output\_dict.update({user:play\_count})

output\_dict.update({user:play\_count})

#统计用户总播放量

output\_list = [{'user':k,'play\_count':v} for k,v in output\_dict.items()]

#转换成DF格式

play\_count\_df = pd.DataFrame(output\_list)

#排序

play\_count\_df = play\_count\_df.sort\_values(by = 'play\_count', ascending = False)

#输出为表格并保存

play\_count\_df.to\_csv(path\_or\_buf='user\_playcount\_df.csv', index = False)

#输出表格并保存，统计歌曲播放量

#对每首歌，统计其播放量，方法跟上述类似

output\_dict = {}

with open(data\_home+'train\_triplets.txt') as f:

for line\_number, line in enumerate(f):

#找到当前歌曲

song = line.split('\t')[1]

#找到当前播放次数

play\_count = int(line.split('\t')[2])

#统计每首歌曲被播放的总次数

if song in output\_dict:

play\_count +=output\_dict[song]

output\_dict.update({song:play\_count})

output\_dict.update({song:play\_count})

output\_list = [{'song':k,'play\_count':v} for k,v in output\_dict.items()]

#转换成DF格式

song\_count\_df = pd.DataFrame(output\_list)

song\_count\_df = song\_count\_df.sort\_values(by = 'play\_count', ascending = False)

#输出保存

#10万名用户的播放量占总体的比例

total\_play\_count = sum(song\_count\_df.play\_count)

print ((float(play\_count\_df.head(n=100000).play\_count.sum())/total\_play\_count)\*100)

play\_count\_subset = play\_count\_df.head(n=100000)

#3万首歌曲的播放量占总体的比例

(float(song\_count\_df.head(n=30000).play\_count.sum())/total\_play\_count)\*100

#取10万个用户，3万首歌

user\_subset = list(play\_count\_subset.user)

song\_subset = list(song\_count\_subset.song)

#只保留10万名用户的数据，其余过滤掉

triplet\_dataset\_sub=triplet\_dataset[triplet\_dataset.user.isin(user\_subset) ]

del(triplet\_dataset)

#只保留3万首歌曲的数据，其余过滤掉

triplet\_dataset\_sub\_song=triplet\_dataset\_sub[triplet\_dataset\_sub.song.isin(song\_subset)]

del(triplet\_dataset\_sub)

#加入音乐详细信息，合并两个数据集

conn = sqlite3.connect(data\_home+'track\_metadata.db')

cur = conn.cursor()

cur.execute("SELECT name FROM sqlite\_master WHERE type='table'")

cur.fetchall()

track\_metadata\_df = pd.read\_sql(con=conn, sql='select \* from songs')

track\_metadata\_df\_sub= track\_metadata\_df[track\_metadata\_df.song\_id.isin(song\_subset)]

track\_metadata\_df\_sub.to\_csv(path\_or\_buf=data\_home+'track\_metadata\_df\_sub.csv', index=False)

#去掉无用信息

del(track\_metadata\_df\_sub['track\_id'])

del(track\_metadata\_df\_sub['artist\_mbid'])

#去掉重复的

track\_metadata\_df\_sub = track\_metadata\_df\_sub.drop\_duplicates(['song\_id'])

#将音乐信息数据和之前的播放数据整合到一起

triplet\_dataset\_sub\_song\_merged = pd.merge(triplet\_dataset\_sub\_song, track\_metadata\_df\_sub, how='left', left\_on='song', right\_on='song\_id')

#可以自己改变列名

triplet\_dataset\_sub\_song\_merged.rename(columns={'play\_count':'listen\_count'},inplace=True)

#去掉不需要的指标

del(triplet\_dataset\_sub\_song\_merged['song\_id'])

del(triplet\_dataset\_sub\_song\_merged['artist\_id'])

del(triplet\_dataset\_sub\_song\_merged['duration'])

del(triplet\_dataset\_sub\_song\_merged['artist\_familiarity'])

del(triplet\_dataset\_sub\_song\_merged['artist\_hotttnesss'])

del(triplet\_dataset\_sub\_song\_merged['track\_7digitalid'])

del(triplet\_dataset\_sub\_song\_merged['shs\_perf'])

del(triplet\_dataset\_sub\_song\_merged['shs\_work'])

17.3.2 算法实现

1.基于流行度的推荐

相关代码如下：

#按歌曲名字统计其播放量的总数

popular\_songs=triplet\_dataset\_sub\_song\_merged[['title','listen\_count']].groupby('title').sum().reset\_index()

#对结果进行排序，展示播放数量位于前20的歌曲

popular\_songs\_top\_20=popular\_songs.sort\_values('listen\_count',ascending=False).head(n=20)

#转换成list格式方便画图

objects = (list(popular\_songs\_top\_20['title']))

#设置位置

y\_pos = np.arange(len(objects))

#对应结果值

performance = list(popular\_songs\_top\_20['listen\_count'])

#绘图

plt.bar(y\_pos, performance, align='center', alpha=0.5)

plt.xticks(y\_pos, objects, rotation='vertical')

plt.ylabel('播放量')

plt.title('最受欢迎歌曲')

plt.show()

2)生成排行榜单

相关代码如下：

def create\_popularity\_recommendation(train\_data, user\_id, item\_id):

#根据指定的特征统计播放情况，可以选择歌曲名、专辑名、歌手名

train\_data\_grouped = train\_data.groupby([item\_id]).agg({user\_id: 'count'}).reset\_index()

#用得分表示结果

train\_data\_grouped.rename(columns = {user\_id: 'score'},inplace=True)

#根据得分进行排序

train\_data\_sort = train\_data\_grouped.sort\_values(['score', item\_id], ascending = [0,1])

#加入一项排行等级，表示其推荐的优先级

train\_data\_sort['Rank'] = train\_data\_sort['score'].rank(ascending=0, method='first')

#返回指定个数的推荐结果

popularity\_recommendations = train\_data\_sort.head(20)

return popularity\_recommendations

#得到推荐结果

recommendations=create\_popularity\_recommendation(triplet\_dataset\_sub\_song\_merged,'user','title')

recommendations

2.基于物品的协同过滤推荐

相关代码如下：

1)对每首歌曲播放情况进行统计

#给定用户，找出用户听过的所有歌曲

def get\_user\_items(self, user):

user\_data = self.train\_data[self.train\_data[self.user\_id] == user]

user\_items = list(user\_data[self.item\_id].unique())

return user\_items

#给定歌曲，找出听过这首歌的所有用户

def get\_item\_users(self, item):

item\_data = self.train\_data[self.train\_data[self.item\_id] == item]

item\_users = set(item\_data[self.user\_id].unique())

return item\_users

#对数据集中的歌曲去重

def get\_all\_items\_train\_data(self):

all\_items = list(self.train\_data[self.item\_id].unique())

return all\_items

2)计算歌曲相似度，构建矩阵

相关代码如下：

#构建相似度矩阵

def construct\_cooccurence\_matrix(self, user\_songs, all\_songs):

user\_songs\_users = []

for i in range(0, len(user\_songs)):

user\_songs\_users.append(self.get\_item\_users(user\_songs[i]))

#设置矩阵大小为某一指定用户听过的所有歌曲×数据集中歌曲总数

cooccurence\_matrix = np.matrix(np.zeros(shape=(len(user\_songs), len(all\_songs))), float)

for i in range(0, len(all\_songs)):

#找出用户听过的第i首歌被哪些人听过

songs\_i\_data = self.train\_data[self.train\_data[self.item\_id] == all\_songs[i]]

users\_i = set(songs\_i\_data[self.user\_id].unique())

#找出歌曲集中第j首歌被哪些人听过

for j in range(0, len(user\_songs)):

users\_j = user\_songs\_users[j]

#计算听过i歌曲人数和j歌曲人数的交集

users\_intersection = users\_i.intersection(users\_j)

#采用Jaccard系数计算相似度

if len(users\_intersection) != 0:

#计算听过i歌曲人数和j歌曲人数的并集

users\_union = users\_i.union(users\_j)

#使用Jaccard系数计算i,j之间的相似度

cooccurence\_matrix[j,i] = float(len(users\_intersection)) / float(len(users\_union))

else:

cooccurence\_matrix[j,i] = 0

#改进之后相似度计算

if len(users\_intersection) != 0:

for k in users\_intersection:

user\_k\_data = self.get\_user\_items(k)

cooccurence\_matrix[j, i] += 1/math.log(1 + len(user\_k\_data)\*1.0)

cooccurence\_matrix[j, i] = float(cooccurence\_matrix[j, i]/math.sqrt(len(users\_i)\*len(users\_j)))

else:

cooccurence\_matrix[j, i] = 0

coo\_max = cooccurence\_matrix.max(axis=1)

cooccurence\_matrix = cooccurence\_matrix/coo\_max

return cooccurence\_matrix

3)根据相似度矩阵进行topN推荐

相关代码如下：

def generate\_top\_recommendations(self, user, cooccurence\_matrix, all\_songs, user\_songs):

print("Non zero values in cooccurence\_matrix :%d" % np.count\_nonzero(cooccurence\_matrix))

#对每一首待推荐歌曲，计算其与用户听过的所有歌曲相似度的平均值

user\_sim\_scores = cooccurence\_matrix.sum(axis=0) / float(cooccurence\_matrix.shape[0])

user\_sim\_scores = np.array(user\_sim\_scores)[0].tolist()

sort\_index = sorted(((e, i) for i, e in enumerate(list(user\_sim\_scores))), reverse=True)

columns = ['user\_id', 'song', 'score', 'rank']

df = pandas.DataFrame(columns=columns)

#推荐相似度最高的5首歌

rank = 1

for i in range(0, len(sort\_index)):

if ~np.isnan(sort\_index[i][0]) and all\_songs[sort\_index[i][1]] not in user\_songs and rank <= 5:

df.loc[len(df)] = [user, all\_songs[sort\_index[i][1]], sort\_index[i][0], rank]

rank = rank + 1

if df.shape[0] == 0:

print("The current user has no songs for training the item similarity based recommendation model.")

return -1

else:

return df

17.3.3 算法测评

具体实现

#k折交叉验证，这里选择将数据集分成5份，每份轮流作为验证集，其余作为训练集  
train\_data=pd.read\_csv(filepath\_or\_buffer='D:\\jupyter\\music\\triplet\_dataset\_sub\_song\_merged\_sub.csv',encoding = "ISO-8859-1")

is\_model = n.item\_similarity\_recommender\_py()

is\_model.create(train\_data, 'user', 'title')

all\_song = is\_model.get\_all\_items\_train\_data()

pre\_list = []

rec\_list = []

cov\_list = []

kf = KFold(n\_splits=5,shuffle=True, random\_state=5)

for i, (train\_index, test\_index) in enumerate(kf.split(train\_data)):

hit = 0  
 n\_pre = 0  
 n\_rec = 0  
 test = []

train = []

rec\_all = []

column = ['user\_id', 'song']

mydf = pd.DataFrame(columns=column)

df = pd.DataFrame(columns=column)

#使用k折划分出来的只是索引号，根据索引号找到所需数据，分别存入训练集、验证集  
 for j in test\_index:

u = list(train\_data.user)[j]

s = list(train\_data.song)[j]

#mydf = pd.DataFrame(columns=column)

#mm = pd.DataFrame([[u,s]])

#mydf = mydf.append(mm)

mydf.loc[len(mydf)] = [u, s]

if u not in test:

test.append(u)

for k in train\_index:

uu = list(train\_data.user)[k]

ss = list(train\_data.song)[k]

df.loc[len(df)] = [uu, ss]

if uu not in train:

train.append(uu)

#对训练集中每个用户进行推荐  
 for uid in train:

if uid not in test:

continue  
 else:

model\_train = n.item\_similarity\_recommender\_py()

model\_train.create(df, 'user\_id', 'song')

model\_test = n.item\_similarity\_recommender\_py()

model\_test.create(mydf,'user\_id', 'song')

#记录推荐结果  
 rec = model\_train.recommend(uid)

#在测试集中找出此推荐用户听过的歌

listen\_items = set(model\_test.get\_user\_items(uid))

rec\_item = set(rec['song'])

#找出推荐的和用户听过歌的交集

ht = len(listen\_items.intersection(rec\_item))

hit = ht + hit

#总推荐数

n\_pre = n\_pre + len(rec\_item)

#用户总计听过的歌

n\_rec = n\_rec + len(listen\_items)

#推荐了多少不同的歌

for item in list(rec.song):

if item not in rec\_all:

rec\_all.append(item)

#计算准确率、召回率、覆盖率

pre\_list.append(hit/(1.0\*n\_pre))

rec\_list.append(hit/(1.0\*n\_rec))

cov\_list.append(len(rec\_all)/len(all\_song))

#计算k次的结果取平均  
print(pre\_list,rec\_list,cov\_list)

print('准确率:', np.mean(pre\_list))

print('召回率:', np.mean(rec\_list))

('覆盖率:', np.mean(cov\_list))print('

项目18 护肤品推荐系统

18.3 模块实现

18.3.1 文件读入

相关代码如下：

#文件读入部分

user = pd.Series({'wxid':'o\_2phwQNVY9WYG1p0B1z0E\_d-lHM',

'T区油': 1,

'U区油': 1,

'敏感肌': 1,

'诉求': '祛痘',

'过敏成分': '烟酰胺'})

pro = pd.read\_csv(r'df\_product1046.csv', encoding='ANSI')

df\_component = pd.read\_csv("df\_component.csv",encoding='gb18030')

df\_fake = pd.read\_csv("df\_fake.csv",encoding="gb18030")

fformula = pd.read\_csv("Formula\_formatting.csv",encoding="gb18030")

ingredient\_banned = pd.read\_excel('ingredient\_banned\_to\_number.xlsx', encoding="gb18030")

18.3.2 推荐算法

1.数据预处理

相关代码如下：

def \_\_init\_\_(self, df\_fake, sub2\_product):

self.frame = df\_fake #调用文件

self.product = sub2\_product #产品表

#self.screened\_product\_path = r'D:\work\dataclinic\fake\df\_product1046.csv' #读取预筛选后的产品集

#self.\_init\_data()

#def \_init\_data(self):

#self.frame = pd.read\_csv(self.frame\_path)

#self.product = pd.read\_csv(self.product\_path,encoding='GB18030')

#self.screened\_product\_path = pd.read\_csv(self.product\_path,encoding='GB18030')

def screen(self, need): #数据预处理

self.frame = self.frame[(self.frame['诉求'].isin([need]))]

def vec\_purchase(self):

#提取购买记录并拉直

g = self.frame['购买记录']

g2 = self.frame['购买记录2']

g3 = self.frame['购买记录3']

wxid = list(self.frame['wechatid'])

s = pd.Series(wxid, index=g)

s2 = pd.Series(wxid, index=g2)

s3 = pd.Series(wxid, index=g3)

pin = pd.concat([s, s2, s3], axis=0) #数据合并

dict\_pin = {'wechatid': pin.values, '购买记录': pin.index, }

df2 = pd.DataFrame(dict\_pin)

#拉直后的dataframe（wechat id ：购买记录）

self.frame\_p = df2[~(df2['购买记录'].isin([-1]))]

2.计算相似度

相关代码如下：

#计算肤质向量(T区油、U区油、敏感肌、痘痘肌)的余弦相似度

def cosine\_skin(self, target\_user\_id, other\_user\_id):

#数据预处理

target\_skin = []

other\_skin = []

cols = ['T区油', 'U区油', '敏感肌', '痘痘肌']

for col in cols:

target\_skin.append((self.frame[self.frame['wechatid'] == target\_user\_id][col].values[0]) \* 2 - 1) #标准化可能

for col in cols:

other\_skin.append((self.frame[self.frame['wechatid'] == other\_user\_id][col].values[0]) \* 2 - 1)

#计算余弦相似度

nume=sum(np.multiply(np.array(target\_skin),np.array(other\_skin)))#分子

deno=sum(np.array(target\_skin)\*\* 2)\*sum(np.array(other\_skin)\*\* 2)#分母

cosine = nume / math.sqrt(deno) #值为1

return cosine

#计算购买记录余弦相似度

def cosine\_purchase(self, target\_user\_id, other\_user\_id):

target\_items = self.frame\_p[self.frame\_p['wechatid'] == target\_user\_id]['购买记录']

items = self.frame\_p[self.frame\_p['wechatid'] == other\_user\_id]['购买记录']

union\_len = len(set(target\_items) & set(items))

if union\_len == 0:

return 0.0

product = len(target\_items) \* len(items)

cosine = union\_len / math.sqrt(product)

return cosine

#计算加权平均相似度并排序

def get\_top\_n\_users(self, target\_user\_id, top\_n):

#提取其他所有用户

other\_users\_id = [i for i in set(self.frame\_p['wechatid']) if i != target\_user\_id]

#计算与其他用户的购买相似度

sim\_purchase\_list = [self.cosine\_purchase(target\_user\_id, other\_user\_id) for other\_user\_id in other\_users\_id]

#计算与其他用户的肤质相似度

sim\_skin\_list = [self.cosine\_skin(target\_user\_id, other\_user\_id) for other\_user\_id in other\_users\_id]

#加权平均（各占50%）

sim\_list = list((np.array(sim\_purchase\_list) + np.array(sim\_skin\_list)) / 2)

sim\_list = sorted(zip(other\_users\_id, sim\_list), key=lambda x: x[1], reverse=True)

return sim\_list[:top\_n]

3.排序并提取产品

相关代码如下：

#提取候选产品表

def get\_candidates\_items(self, target\_user\_id):

target\_user\_item = set(self.frame\_p[self.frame\_p['wechatid'] == target\_user\_id]['购买记录'])

other\_user\_item = set(self.frame\_p[self.frame\_p['wechatid'] != target\_user\_id]['购买记录'])

candidates\_item = other\_user\_item - target\_user\_item

#寻找候选推荐品标准：目标用户没有使用过的（必要性存疑）

candidates\_item = list(candidates\_item & set(self.product['ind'].values))

#候选推荐品必须属于上一步筛选出的项目(目前使用全产品表代替筛选后产品表)

return candidates\_item

#计算用户兴趣程度

def get\_top\_n\_items(self, top\_n\_users, candidates\_items, top\_n):

top\_n\_user\_data = [self.frame\_p[self.frame\_p['wechatid'] == k] for k, \_ in top\_n\_users]

interest\_list = []

for ind in candidates\_items:

tmp = []

for user\_data in top\_n\_user\_data:

if ind in user\_data['购买记录'].values:

tmp.append(1)

else:

tmp.append(0)

interest = sum([top\_n\_users[i][1] \* tmp[i] for i in range(len(top\_n\_users))])

interest\_list.append((ind, interest))

interest\_list = sorted(interest\_list, key=lambda x: x[1], reverse=True)

return interest\_list[:top\_n]

#输入wxid，需求默认推荐产品数为10 输出有序推荐产品

def calculate(self, target\_user):

top\_n = self.product.shape[0]

target\_user\_id = target\_user.wxid

need = target\_user.诉求

self.screen(need)

self.vec\_purchase()

top\_n\_users=self.get\_top\_n\_users(target\_user\_id, top\_n)

candidates\_items = self.get\_candidates\_items(target\_user\_id)

top\_n\_items = self.get\_top\_n\_items(top\_n\_users, candidates\_items, top\_n)

#重构数据格式返回完整推荐产品信息

productlist = [top\_n\_items[i][0] for i in range(len(top\_n\_items))]

product\_rec = self.product[(self.product['ind'].isin(productlist))]

product\_rec['InterestRate'] = [top\_n\_items[i][1] for i in range(len(top\_n\_items))]

return product\_rec

4.组合推荐算法

相关代码如下：

#组合推荐算法

class CombRating():

def \_\_init\_\_(self,user, pro\_withrate, fformula):

self.user = user

self.product = pro\_withrate

self.fformula=fformula

#第一个for 找到用户的诉求是哪一种，要求四个属性全部对上

#第二个for 找到组合中应当有的产品类型，水、乳、霜、祛痘凝胶、洁面

def find\_kind(self):

#print(self.fformula)

n\_formula = self.fformula.shape[0]

for i in range(n\_formula):

if (self.user.诉求 == self.fformula.诉求[i]) \

and (self.user.T区油 == self.fformula.T区油[i]) \

and (self.user.U区油 == self.fformula.U区油[i]) \

and (self.user.敏感肌 == self.fformula.敏感肌[i]):

i\_formula = i

break

#此处使用总共的产品种类解决数字问题

#寻找第一个是产品类型的列并记录此前经过的列数

form\_list = []

total\_pro\_type = ['水', '乳', '霜', '祛痘凝胶', '洁面']

type\_number = 0

for j in range(len(self.fformula.columns)):

if self.fformula.columns[j] in total\_pro\_type:

break

else:

type\_number = type\_number + 1

#再找到所有需要的产品种类

for j in range(type\_number, len(self.fformula.columns)):

if (self.fformula.loc[i\_formula][j] == 1):

form\_list.append(self.fformula.columns[j])

return form\_list

def outer\_multiple(self, form\_list):

ddict={}

for i in range(len(form\_list)):

ddict[form\_list[i]] = list(self.product[self.product.剂型 == form\_list[i]].ind)

#print(ddict)

dd = []

for i in itertools.product(\*ddict.values()):

dd.append(i)

comb\_pd = pd.DataFrame(dd)

#为DF的每一列添加名称

column\_name = []

for i in range(len(comb\_pd.columns)):

column\_name.append('产品'+str(i+1))

comb\_pd.columns = column\_name

#返回的是产品编号ind一列的值

return comb\_pd

18.3.3 应用模块

1.得到最终产品

相关代码如下：

#整合

class Recommendation():

def \_\_init\_\_(self, user, pro, df\_component, df\_fake, fformula, ingredient\_banned):

self.user = user

self.pro = pro

self.df\_component = df\_component

self.df\_fake = df\_fake

self.fformula = fformula

self.ingredient\_banned = ingredient\_banned

#诉求筛选得到sub1

def sub1\_product(self):

#通过用户筛选需求成分，返回筛选后的产品列表sub1

pro = self.pro

user = self.user

#T区条件筛选

if user['T区油'] == 1:

for index in pro.index:

if pro.loc[index, 'typeT区：油'] != 1:

pro = pro.drop(index=index)

elif user['T区油'] == 0:

for index in pro.index:

if pro.loc[index, 'typeT区：干'] != 1:

pro = pro.drop(index=index)

#U区条件筛选

if user['U区油'] == 1:

for index in pro.index:

if pro.loc[index, 'typeU区：油'] != 1:

pro = pro.drop(index=index)

elif user['U区油'] == 0:

for index in pro.index:

if pro.loc[index, 'typeU区：干'] != 1:

pro = pro.drop(index=index)

#敏感肌筛选

if user['敏感肌'] == 1:

for index in pro.index:

if pro.loc[index, '敏感'] != 1:

pro = pro.drop(index=index)

#诉求筛选美白/祛痘

if user['诉求'] == '祛痘':

for index in pro.index:

if pro.loc[index, '诉求'] != '祛痘':

pro = pro.drop(index=index)

elif user['诉求'] == '美白':

for index in pro.index:

if pro.loc[index, '诉求'] != '美白':

pro = pro.drop(index=index)

pro = pro.reset\_index(drop=True)

sub1 = pro

return sub1

2.筛选过敏物质

相关代码如下：

#过敏物质筛选，得到sub2

def sub2\_product(self):

#通过用户过敏成分筛选产品，得到sub2

user = self.user

product = self.sub1\_product()

#1从user信息中提取过敏成分

allergic\_cpnt = user['过敏成分']

#2选出含有过敏成分的产品

product\_allergic = []

for i in range(0, len(df\_component.成分)):

if df\_component.成分[i] == allergic\_cpnt:

product\_allergic.append(df\_component.ind[i])

#3-1 生成sub2产品表，筛除含有过敏成分的产品，返回sub2产品表

sub2\_product = pd.DataFrame()

sub2\_product = product[:]

for i in range(0, len(product.ind)):

if i in product\_allergic:

sub2\_product.drop(index=[i], inplace=True)

sub2 = sub2\_product

return sub2

#输入两个产品的ind 返回过敏信息用于后面函数的调用

def is\_pro\_component\_banned(self, pro1\_ind, pro2\_ind):

#输入两个产品的ind 产品成分表、成分禁忌表、总产品表

#根据产品ind判断是否过敏，并且返回禁忌成分的字符串

df\_component = self.df\_component

ingredient\_banned = self.ingredient\_banned

pro = self.pro

3.筛选相互禁忌的产品

相关代码如下：

#对禁忌表进行预处理

ingredient\_name = ingredient\_banned.columns

ingredient\_banned= ingredient\_banned.drop(ingredient\_banned.columns[0], axis=1) #删除第一列

ingredient\_banned.index = ingredient\_name #重置横标签为产品名

#找出两个产品中所有的成分存入两个列表

pro1\_component = []

pro2\_component = []

for index in range(len(df\_component.index)):

if df\_component.loc[index, 'ind'] == pro1\_ind:

pro1\_component.append(df\_component.loc[index, '成分'])

elif df\_component.loc[index, 'ind'] == pro2\_ind:

pro2\_component.append(df\_component.loc[index, '成分'])

#print(pro1\_component, pro2\_component)

#寻找是否冲突，并且记录成分、产品这一版先用字符串作为返回值

banned\_record = ''

for com1 in pro1\_component:

for com2 in pro2\_component:

if (com1 in ingredient\_banned.index) and (com2 in ingredient\_banned.index):

if ingredient\_banned.loc[com1, com2] == 2:

li1 = list(pro[pro.ind == pro1\_ind].typenickname)

li1 = ''.join(li1)

li2 = list(pro[pro.ind == pro2\_ind].typenickname)

li2 = ''.join(li2)

banned\_record = banned\_record + '产品' + li1 + '与产品' + li2 + '相互禁忌' + '禁忌成分为' + com1 + '与' + com2

elif ingredient\_banned.loc[com1, com2] == 1:

li1 = list(pro[pro.ind == pro1\_ind].typenickname)

li1 = ''.join(li1)

li2 = list(pro[pro.ind == pro2\_ind].typenickname)

li2 = ''.join(li2)

banned\_record = banned\_record + '产品' + li1 + '与产品' + li2 + '相互禁忌' + '禁忌成分为' + com1 + '与' + com2

return banned\_record

#输入推荐组合 调用前方函数返回最后有备注的组合推荐

def is\_comb\_banned(self, comb\_pd):

#传入信息为 is\_pro\_component\_banned 的参数加上推荐组合的df

#增加df一列，用以存贮禁忌信息，数据形式为str

#对每个组合进行循环，创建banned\_info列表

#对每两个产品调用 is\_pro\_component\_banned

#若存在禁忌信息加入上述str，将banned\_info加入df的新列

df\_component = self.df\_component

ingredient\_banned = self.ingredient\_banned

self.pro = self.pro

comb\_pd['禁忌搭配情况'] = None

#对每个组合

for index in range(len(comb\_pd.index)):

total\_banned = ''

#对每两个产品

for pro1 in range(len(comb\_pd.columns)):

for pro2 in range(pro1, len(comb\_pd.columns)):

banned = self.is\_pro\_component\_banned(comb\_pd.ix[index, pro1], comb\_pd.ix[index, pro2])

if banned != '':

total\_banned = total\_banned + banned

#将得到此列的禁忌信息加入整个pd并返回

comb\_pd.loc[index, '禁忌搭配情况'] = total\_banned

#comb\_pd.to\_csv('result')

return comb\_pd

4.输出单品推荐与组合推荐

相关代码如下：

#单品推荐

def single\_rec(self):

user = self.user

#调用User类进行推荐

sub2 = self.sub2\_product()

U1 = UserCF(self.df\_fake, sub2)

items = U1.calculate(self.user)

return items

#复合推荐缺少护肤公式

def combine\_rec(self):

user = self.user

#调用User类先进行单品推荐

sub2 = self.sub2\_product()

U1 = UserCF(self.df\_fake, sub2)

items = U1.calculate(self.user)

#再调用Comb类进行复合推荐

C1 = CombRating(user, items, self.fformula)

ddd = C1.outer\_multiple(C1.find\_kind())

#再调用禁忌类对此进行处理

return self.is\_comb\_banned(ddd)

18.3.4 测试调用函数

相关代码如下：

#测试代码1

R1 = Recommendation(user, pro, df\_component, df\_fake, fformula, ingredient\_banned)

#print(R1.combine\_rec(), R1.single\_rec())

a = R1.combine\_rec()

b = R1.single\_rec()

a.to\_csv("file1\_1")

b.to\_csv("file2\_1")

项目19 基于人脸识别的特定整蛊推荐系统

19.3 模块实现

19.3.1 人脸识别

1.模型图片的获取及数据分析

相关代码如下：

#功能：用户上传图片

root = tkinter.Tk() #创建Tkinter.Tk()实例  
root.withdraw() #将Tkinter.Tk()实例隐藏  
path = os.getcwd()+"/face-recognition" #获取该程序文件目录的路径  
if not os.path.exists(path):

#判断文件夹是否存在，不存在则新建文件夹，存在进行下一步  
 os.mkdir(path)  
#打开Windows选择上传图片  
f\_name = tkinter.filedialog.askopenfilename(title=u'上传', filetypes=[("JPEG", ".jpg"), ("PNG", ".png")])  
shutil.copy(f\_name, path)

对用户上传的图片进行数据分析，提取人脸特征，作为下一步人脸识别的比对数据，相关代码如下：

known\_face\_encoding = [] #模型图片人脸数据列表

#功能：读取分析模型图片的人脸数据  
for fn in os.listdir(path):  
 #测试时，打印读取过的图片名字，确保遍历图片，实际应用时可注释掉  
 print(path + "/" + fn)  
 #得到人脸数据并放入列表  
 known\_face\_encoding.append(  
 face\_recognition.face\_encodings(  
 face\_recognition.load\_image\_file(path + "/" + fn))[0])

2.人脸检测及识别

相关代码如下：

pic\_show = tkinter.Tk() #创建一个Tkinter.Tk()实例  
pic\_show.withdraw() #将Tkinter.Tk()实例隐藏  
pic\_name = tkinter.filedialog.askopenfilename(title=u'打开', filetypes=[("JPG", ".jpg"), ("PNG", ".png")])  
picture = cv2.imread(pic\_name)  
#发现在图片中所有的脸和面部特征  
f\_locations = face\_recognition.face\_locations(picture)  
f\_encodings = face\_recognition.face\_encodings(picture, f\_locations)  
#在图片中循环遍历每个人脸  
for (top, right, bottom, left), face\_encoding in zip(f\_locations, f\_encodings):  
#对视频中一个人脸的比对结果（可能比对人脸库中多个人脸）  
 match = face\_recognition.compare\_faces(known\_face\_encoding, face\_encoding, tolerance=0.5)  
 if True in match:  
#测试时，画出一个绿框，框住脸（在进行美颜时该语句可注释掉）  
 cv2.rectangle(picture,(left, top),(right, bottom),(0, 255, 0), 2)  
#在此添加进行人像美颜的代码  
 else:  
#测试时，画出一个红框，框住脸（在进行美颜时该语句可注释掉）  
 cv2.rectangle(picture, (left, top), (right, bottom), (0, 0, 255), 2)  
#进行整蛊“美颜”

从摄像头获取图像，检测并识别人脸，相关代码如下：

cap = cv2.VideoCapture(700) #配置摄像头  
while True:  
 ret, frame = cap.read() #打开摄像头并获取画面帧  
#发现在该视频帧中所有的脸和face\_encodings  
 face\_locations = face\_recognition.face\_locations(frame)  
 face\_encodings = face\_recognition.face\_encodings(frame, face\_locations)  
#在这个视频帧中循环遍历每个人脸  
 for (top, right, bottom, left), face\_encoding in zip(face\_locations, face\_encodings):  
#对视频中一个人脸的比对结果（可能比对人脸库中多个人脸）  
 match = face\_recognition.compare\_faces(known\_face\_encoding, face\_encoding, tolerance=0.5)  
 if True in match:  
 #测试时，画出一个绿框，框住脸（在进行美颜时该语句可注释掉）  
 cv2.rectangle(frame, (left, top), (right, bottom), (0, 255, 0), 2)  
 #在此添加进行人像美颜的代码  
 else:  
 #测试时，画出一个红框，框住脸（在进行美颜时该语句可注释掉）  
 cv2.rectangle(frame,(left, top),(right, bottom),(0, 0, 255), 2)  
 #进行整蛊“美颜”

19.3.2 美颜处理

1.获取人脸五官切片

class NoFace(Exception):

#没有人脸

pass

class Organ():

def \_\_init\_\_(self, im\_bgr, im\_hsv, temp\_bgr, temp\_hsv, landmark, name, ksize=None):

#五官部位类，参数如下：

#im\_bgr：uint8数组，BGR图像的推断

#im\_hsv：uint8数组，HSV图像的推断

#temp\_bgr/hsv：全局临时映像

#landmark：array（x，2），地标

#name：字符串

#ksize：尺寸

self.im\_bgr, self.im\_hsv, self.landmark, self.name = im\_bgr, im\_hsv, landmark, name

self.get\_rect()

self.shape = (int(self.bottom - self.top), int(self.right - self.left))

self.size = self.shape[0] \* self.shape[1] \* 3

self.move = int(np.sqrt(self.size / 3) / 20)

self.ksize = self.get\_ksize()

self.patch\_bgr, self.patch\_hsv = self.get\_patch(self.im\_bgr), self.get\_patch(self.im\_hsv)

self.set\_temp(temp\_bgr, temp\_hsv)

self.patch\_mask = self.get\_mask\_re()

pass

def set\_temp(self, temp\_bgr, temp\_hsv):

self.im\_bgr\_temp, self.im\_hsv\_temp = temp\_bgr, temp\_hsv

self.patch\_bgr\_temp, self.patch\_hsv\_temp= self.get\_patch(self.im\_bgr\_temp), self.get\_patch(self.im\_hsv\_temp)

def confirm(self):

#确认操作

self.im\_bgr[:], self.im\_hsv[:] = self.im\_bgr\_temp[:], self.im\_hsv\_temp[:]

def update\_temp(self):

#更新临时图片

self.im\_bgr\_temp[:], self.im\_hsv\_temp[:] = self.im\_bgr[:], self.im\_hsv[:]

def get\_ksize(self, rate=15):

size = max([int(np.sqrt(self.size / 3) / rate), 1])

size = (size if size % 2 == 1 else size + 1)

return (size, size)

def get\_rect(self):

#获得定位方框

ys, xs = self.landmark[:, 1], self.landmark[:, 0]

self.top, self.bottom, self.left, self.right = np.min(ys), np.max(ys), np.min(xs), np.max(xs)

def get\_patch(self, im):

#截取局部切片

shape = im.shape

return im[np.max([self.top - self.move, 0]):np.min([self.bottom + self.move, shape[0]]),

np.max([self.left - self.move, 0]):np.min([self.right + self.move, shape[1]])]

def \_draw\_convex\_hull(self, im, points, color):

#勾画多凸边形

points = cv2.convexHull(points)

cv2.fillConvexPoly(im, points, color=color)

def get\_mask\_re(self, ksize=None):

#获得局部相对坐标遮罩

if ksize == None:

ksize = self.ksize

landmark\_re = self.landmark.copy()

landmark\_re[:, 1] -= np.max([self.top - self.move, 0])

landmark\_re[:, 0] -= np.max([self.left - self.move, 0])

mask = np.zeros(self.patch\_bgr.shape[:2], dtype=np.float64)

self.\_draw\_convex\_hull(mask,

landmark\_re,

color=1)

mask = np.array([mask, mask, mask]).transpose((1, 2, 0))

mask = (cv2.GaussianBlur(mask, ksize, 0) > 0) \* 1.0

return cv2.GaussianBlur(mask, ksize, 0)[:]

def get\_mask\_abs(self, ksize=None):

#获得全局绝对坐标遮罩

if ksize == None:

ksize = self.ksize

mask = np.zeros(self.im\_bgr.shape, dtype=np.float64)

patch = self.get\_patch(mask)

patch[:] = self.patch\_mask[:]

return mask

2.分类美颜操作

def whitening(self, rate=0.15, confirm=True):

#提亮美白

arguments:

rate:float,-1~1,new\_V=min(255,V\*(1+rate))

confirm:wether confirm this option

if confirm:

self.confirm()

self.patch\_hsv[:, :, -1] = np.minimum(

self.patch\_hsv[:, :, -1] + self.patch\_hsv[:, :, -1] \* self.patch\_mask[:, :, -1] \* rate, 255).astype(

'uint8')

self.im\_bgr[:] = cv2.cvtColor(self.im\_hsv, cv2.COLOR\_HSV2BGR)[:]

self.update\_temp()

else:

self.patch\_hsv\_temp[:] = cv2.cvtColor(self.patch\_bgr\_temp, cv2.COLOR\_BGR2HSV)[:]

self.patch\_hsv\_temp[:, :, -1] = np.minimum(

self.patch\_hsv\_temp[:, :, -1] + self.patch\_hsv\_temp[:, :, -1] \* self.patch\_mask[:, :, -1] \* rate,

255).astype('uint8')

self.patch\_bgr\_temp[:] = cv2.cvtColor(self.patch\_hsv\_temp, cv2.COLOR\_HSV2BGR)[:]

def brightening(self, rate=0.3, confirm=True):

#提升鲜艳度，参数

#rate:浮点型,-1~1,new\_S=min(255,S\*(1+rate))

#confirm:确认是否进行此选项

patch\_mask = self.get\_mask\_re((1, 1))

if confirm:

self.confirm()

patch\_new=self.patch\_hsv[:, :, 1]\* patch\_mask[:, :, 1] \* rate

patch\_new = cv2.GaussianBlur(patch\_new, (3, 3), 0)

self.patch\_hsv[:, :, 1] = np.minimum(self.patch\_hsv[:, :, 1] + patch\_new, 255).astype('uint8')

self.im\_bgr[:]=cv2.cvtColor(self.im\_hsv,cv2.COLOR\_HSV2BGR)[:]

self.update\_temp()

else:

self.patch\_hsv\_temp[:] = cv2.cvtColor(self.patch\_bgr\_temp, cv2.COLOR\_BGR2HSV)[:]

patch\_new=self.patch\_hsv\_temp[:,:,1]\*patch\_mask[:,:,1]\* rate

patch\_new = cv2.GaussianBlur(patch\_new, (3, 3), 0)

self.patch\_hsv\_temp[:, :, 1] = np.minimum(self.patch\_hsv[:, :, 1] + patch\_new, 255).astype('uint8')

self.patch\_bgr\_temp[:] = cv2.cvtColor(self.patch\_hsv\_temp, cv2.COLOR\_HSV2BGR)[:]

def smooth(self, rate=0.6, ksize=None, confirm=True):

#磨皮，参数

#rate:浮点型,0~1,im=rate\*new+(1-rate)\*src

#confirm:确认是否执行选项

if ksize == None:

ksize = self.get\_ksize(80)

index = self.patch\_mask > 0

if confirm:

self.confirm()

patch\_new = cv2.GaussianBlur(cv2.bilateralFilter(self.patch\_bgr, 3, \*ksize), ksize, 0)

self.patch\_bgr[index] = np.minimum(rate \* patch\_new[index] + (1 - rate) \* self.patch\_bgr[index],255).astype('uint8')

self.im\_hsv[:] = cv2.cvtColor(self.im\_bgr, cv2.COLOR\_BGR2HSV)[:]

self.update\_temp()

else:

patch\_new = cv2.GaussianBlur(cv2.bilateralFilter(self.patch\_bgr\_temp,3,\*ksize),ksize, 0)

self.patch\_bgr\_temp[index] = np.minimum(rate \* patch\_new[index] + (1 - rate) \* self.patch\_bgr\_temp[index],255).astype('uint8')

self.patch\_hsv\_temp[:] = cv2.cvtColor(self.patch\_bgr\_temp, cv2.COLOR\_BGR2HSV)[:]

def sharpen(self, rate=0.3, confirm=True):

#锐化

patch\_mask = self.get\_mask\_re((3, 3))

kernel = np.zeros((9, 9), np.float32)

kernel[4, 4] = 2.0 # Identity, times two!

#创建盒子滤波

boxFilter = np.ones((9, 9), np.float32) / 81.0

kernel = kernel - boxFilter

index = patch\_mask > 0

if confirm:

self.confirm()

sharp = cv2.filter2D(self.patch\_bgr, -1, kernel)

self.patch\_bgr[index] = np.minimum(((1 - rate) \* self.patch\_bgr)[index] + sharp[index] \* rate, 255).astype(

'uint8')

self.update\_temp()

else:

sharp = cv2.filter2D(self.patch\_bgr\_temp, -1, kernel)

self.patch\_bgr\_temp[:] = np.minimum(self.patch\_bgr\_temp + self.patch\_mask \* sharp \* rate, 255).astype(

'uint8')

self.patch\_hsv\_temp[:] = cv2.cvtColor(self.patch\_bgr\_temp, cv2.COLOR\_BGR2HSV)[:]

项目20 TensorFlow 2实现AI推荐换脸

20.3 模块实现

20.3.1 数据集

**1.数据载入**

!wget -nc "https://labfile.oss.aliyuncs.com/courses/1460/data.zip" #下载数据集

!unzip -o "data.zip" #解压

import os #遍历directory下的所有文件，并把路径用一个列表进行返回

def get\_image\_paths(directory):

return [x.path for x in os.scandir(directory) if x.name.endswith(".jpg") or x.name.endswith(".png")]

images\_A = get\_image\_paths("trump")

images\_B = get\_image\_paths("cage")

print("川普图片个数为 {}\n凯奇的图片个数为 {}".format(len(images\_A), len(images\_B)))

(2)使用Python中的OpenCV库，对图片进行批量加载。

import cv2

import numpy as np #批量加载图片，传入的是路径集合，遍历所有的路径，并加载图片

def load\_images(image\_paths):

iter\_all\_images = (cv2.imread(fn) for fn in image\_paths)

#iter\_all\_images 是一个generator类型，将它转换成熟知的Numpy的列表类型并返回

for i, image in enumerate(iter\_all\_images):

if i == 0: #对all\_images 进行初始,并且指定格式

all\_images = np.empty(

(len(image\_paths),) + image.shape, dtype=image.dtype)

all\_images[i] = image

return all\_images

**2.数据增强**

def random\_transform(image):

h, w = image.shape[0:2] #随机初始化旋转角度，范围-10~10之间

rotation = np.random.uniform(-10, 10) #随机初始化缩放比例，范围0.95~1.05

scale = np.random.uniform(0.95, 1.05) #随机定义平移距离，范围为-0.05~0.05

tx = np.random.uniform(-0.05, 0.05) \* w

ty = np.random.uniform(-0.05, 0.05) \* h #定义放射变化矩阵，整合之前参数变化

mat = cv2.getRotationMatrix2D((w//2, h//2), rotation, scale)

mat[:, 2] += (tx, ty)

#进行放射变化，根据变化矩阵中参数，将图片逐步变化，并返回变化后的图片

result = cv2.warpAffine(

image, mat, (w, h), borderMode=cv2.BORDER\_REPLICATE)

#图片有40%的可能性被翻转

if np.random.random() < 0.4:

result = result[:, ::-1]

return result

**3.构造Batch数据集**

def get\_training\_data(images, batch\_size):

#分批的同时把数据集打乱，有序的数据集可能使模型学偏

indices = np.random.randint(len(images), size=batch\_size)

for i, index in enumerate(indices):

#处理该批数据集

image = images[index]

#将图片进行预处理

image = random\_transform(image)

warped\_img, target\_img = random\_warp(image)

#开始分批

if i == 0:

warped\_images = np.empty(

(batch\_size,) + warped\_img.shape, warped\_img.dtype)

target\_images = np.empty(

(batch\_size,) + target\_img.shape, warped\_img.dtype)

warped\_images[i] = warped\_img

target\_images[i] = target\_img

return warped\_images, target\_images

20.3.2 自编码器

1.子像素卷积

#子像素卷积层，用于上采样

from keras.utils import conv\_utils

from keras.engine.topology import Layer

import keras.backend as K

class PixelShuffler(Layer): #初始化、子像素卷积层，并在输入数据时进行标准化处理

def \_\_init\_\_(self, size=(2, 2), data\_format=None, \*\*kwargs):

super(PixelShuffler, self).\_\_init\_\_(\*\*kwargs)

self.data\_format = K.normalize\_data\_format(data\_format)

self.size = conv\_utils.normalize\_tuple(size, 2, 'size')

def call(self, inputs): #根据得到输入层图层 batch\_size，h ，w，c 的大小

input\_shape = K.int\_shape(inputs)

batch\_size, h, w, c = input\_shape

if batch\_size is None:

batch\_size = -1

rh, rw = self.size #计算转换后的图层大小与通道数

oh, ow = h \* rh, w \* rw

oc = c // (rh \* rw)

#先将图层分开，并将每一层装换到自己应该到的维度

#最后再利用一次reshape()函数（计算机从外到里将数据逐个排序），转成指定大小的图层

out = K.reshape(inputs, (batch\_size, h, w, rh, rw, oc))

out = K.permute\_dimensions(out, (0, 1, 3, 2, 4, 5))

out = K.reshape(out, (batch\_size, oh, ow, oc))

return out

#compute\_output\_shape()函数用来输出这一层输出尺寸的大小

#尺寸是根据input\_shape以及定义output\_shape计算

def compute\_output\_shape(self, input\_shape):

height = input\_shape[1] \* self.size[0] if input\_shape[1] is not None else None

width = input\_shape[2] \* self.size[1] if input\_shape[2] is not None else None

channels = input\_shape[3] // self.size[0] // self.size[1]

return (input\_shape[0],

height,

width,

channels)

#设置配置文件

def get\_config(self):

config = {'size': self.size,

'data\_format': self.data\_format}

base\_config = super(PixelShuffler, self).get\_config()

return dict(list(base\_config.items()) + list(config.items()))

2.下采样层与上采样层

from keras.layers.advanced\_activations import LeakyReLU

from keras.layers.convolutional import Conv2D

#下采样层,filters为输出图层的通道数

#n\*n\*c->0.5n\*0.5n\*filters

def conv(filters):

def block(x) #每层由一个使图层大小减小一半的卷积层和一个LeakyReLU激活函数层构成

x = Conv2D(filters, kernel\_size=5, strides=2, padding='same')(x)

x = LeakyReLU(0.1)(x)

return x

return block

#上采样层，扩大图层大小

#图层的形状变化如下

#n\*n\*c->n\*n\*4filters->2n\*2n\*filters

def upscale(filters):

#每一层由一个扩大通道层的卷积，一个激活函数和一个像素洗牌层

def block(x):

#将通道数扩大为原来的四倍。为能够通过像素洗牌，使原来的图层扩大两倍

x = Conv2D(filters\*4, kernel\_size=3, padding='same')(x)

x = LeakyReLU(0.1)(x)

x = PixelShuffler()(x)

return x

return block

from keras.models import Model

from keras.layers import Input, Dense, Flatten, Reshape

#定义原图片的大小

IMAGE\_SHAPE = (64, 64, 3)

#定义全连接的神经元个数

ENCODER\_DIM = 1024

def Encoder():

input\_ = Input(shape=IMAGE\_SHAPE)

x = input\_

x = conv(128)(x)

x = conv(256)(x)

x = conv(512)(x)

x = conv(1024)(x)

x = Dense(ENCODER\_DIM)(Flatten()(x))

x = Dense(4\*4\*1024)(x)

x = Reshape((4, 4, 1024))(x)

x = upscale(512)(x)

return Model(input\_, x)

def Decoder():

input\_ = Input(shape=(8, 8, 512))

x = input\_

x = upscale(256)(x)

x = upscale(128)(x)

x = upscale(64)(x)

x = Conv2D(3, kernel\_size=5, padding='same', activation='sigmoid')(x)

return Model(input\_, x)

根据人脸互换所需要的自编码器结构，创建Encoder，Decoder\_A和Encoder，Decoder\_B结构，并且选择绝对平方损失作为模型的损失函数。

from tensorflow.keras.optimizers import Adam

#定义优化器

optimizer = Adam(lr=5e-5, beta\_1=0.5, beta\_2=0.999)

encoder = Encoder()

decoder\_A = Decoder()

decoder\_B = Decoder()

#定义输入函数大小

x = Input(shape=IMAGE\_SHAPE)

#定义解析A类图片的神经网络

autoencoder\_A = Model(x, decoder\_A(encoder(x)))

#定义解析B类图片的神经网络

autoencoder\_B = Model(x, decoder\_B(encoder(x)))

#使用同一个优化器，计算损失和的最小值，损失函数采用平均绝对误差

autoencoder\_A.compile(optimizer=optimizer, loss='mean\_absolute\_error')

autoencoder\_B.compile(optimizer=optimizer, loss='mean\_absolute\_error')

#输出两个对象

autoencoder\_A, autoencoder\_B

20.3.3 训练模型

相关代码如下：

#保存模型

def save\_model\_weights():

encoder .save\_weights("encoder.h5")

decoder\_A.save\_weights("decoder\_A.h5")

decoder\_B.save\_weights("decoder\_B.h5")

print("save model weights")

#开始训练

epochs = 8000

for epoch in range(epochs):

print("第{}代，开始训练。。。".format(epoch))

batch\_size = 26

warped\_A, target\_A = get\_training\_data(images\_A, batch\_size)

warped\_B, target\_B = get\_training\_data(images\_B, batch\_size)

loss\_A = autoencoder\_A.train\_on\_batch(warped\_A, target\_A)

loss\_B = autoencoder\_B.train\_on\_batch(warped\_B, target\_B)

print("lossA:{},lossB:{}".format(loss\_A, loss\_B))

#下面是画图和保存模型的操作

save\_model\_weights()

20.3.4 测试模型

相关代码如下：

#测试的代码和训练代码类似，只是删去了循环和训练的步骤

print("开始加载模型，请耐心等待……")

encoder .load\_weights("encoder.h5")

decoder\_A.load\_weights("decoder\_A.h5")

decoder\_B.load\_weights("decoder\_B.h5")

#下面代码和训练代码类似

#获取图片，并对图片进行预处理

images\_A = get\_image\_paths("trump")

images\_B = get\_image\_paths("cage")

#图片进行归一化处理

images\_A = load\_images(images\_A) / 255.0

images\_B = load\_images(images\_B) / 255.0

images\_A += images\_B.mean(axis=(0, 1, 2)) - images\_A.mean(axis=(0, 1, 2))

batch\_size = 64

warped\_A, target\_A = get\_training\_data(images\_A, batch\_size)

warped\_B, target\_B = get\_training\_data(images\_B, batch\_size)

#分别取当下批次的川普和凯奇图片的前三张进行观察

test\_A = target\_A[0:3]

test\_B = target\_B[0:3]

print("开始预测，请耐心等待……")

#进行拼接原图

figure\_A = np.stack([

test\_A,

autoencoder\_A.predict(test\_A),

autoencoder\_B.predict(test\_A),

], axis=1)

#进行拼接

figure\_B = np.stack([

test\_B,

autoencoder\_B.predict(test\_B),

autoencoder\_A.predict(test\_B),

], axis=1)

print("开始画图，请耐心等待……")

#将多幅图拼成一幅图

figure = np.concatenate([figure\_A, figure\_B], axis=0)

figure = figure.reshape((2, 3) + figure.shape[1:])

figure = stack\_images(figure)

#将图片进行反归一化

figure = np.clip(figure \* 255, 0, 255).astype('uint8')

#显示图片

plt.imshow(cv2.cvtColor(figure, cv2.COLOR\_BGR2RGB))

plt.show()