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Introduction 

• Dig deeper into your machine 



Installation 

• git 
$ git clone https://github.com/iipeace/guider.git 

$ cd guider 

# make && make install 

 

• pip 

# pip install –pre guider 

 

 



Contents 

• A system-wide performance analyzer 

– thread analysis 

– function analysis 

– real-time analysis 

– file analysis 

 

• Open-source contribution 

– https://github.com/iipeace/guider 



Requirement 

• Linux kernel (>= 3.0) 
 

• Python (>= 2.7) 
 

• Kernel configuration 
– CONFIG_FTRACE 

– CONFIG_TRACING, CONFIG_TRACING_SUPPORT 

– CONFIG_EVENT_TRACING 

– CONFIG_TRACEPOINTS 

– CONFIG_DYNAMIC_FTRACE 

– CONFIG_FTRACE_SYSCALLS 

– CONFIG_UPROBES, CONFIG_UPROBE_EVENT 

– CONFIG_KPROBES, CONFIG_KPROBE_EVENTS 



Thread analysis 

# guider record -s ./ 

 

Input ctrl + c 

 

# guider ./guider.dat -o ./ -a 

 

View guider.out 
Save report file in current directory 

Show all information 

Save trace file in current directory 



Thread analysis 

• CPU usage of yes(29309) thread 
– Running for 1,370ms(92.7%) 

– Delayed for 200ms by preemption 

– Preempted 231 times by other threads 



Thread analysis 

# guider record -s ./ -e mbi 

 

Input ctrl + c 

 

# guider ./guider.dat -o ./ -a 

 

View guider.out 

Save report file in current directory 

Show all information 

Save trace file in current directory 

Trace also memory, block, irq 



Thread analysis 

• Memory and block usage of cat(28912) thread 
– Allocated 17MB memory into user space 

– Loaded 17MB file for 60ms 



Thread analysis 

• Family and signal of cat(31668) thread 
– Created by bash(11562) after 1.727 sec from starting tracing 

– Running for 10ms on CPU 

– Let its parent bash(11562) wait for 67ms 

– Sent SIGCHLD signal to bash(11562) at 1.794369 sec 



Thread analysis 

• Interrupts 
– Check irq(88) and softirq(1, 3, 7, 9) 

• Usage: total time for handling the interrupt 

• ProcMax: maximum time for handling the interrupt 

• ProcMin: minimum time for handling the interrupt 

• InterMax: longest interval of the interrupt 

• InterMin: shortest interval of the interrupt 



Thread analysis 

# guider record -s ./ -e mb 

 

Input ctrl + c 

 

# guider ./guider.dat -o ./ -a -i 

 

View guider.out 

Save report file in current directory 

Show all information 

Save trace file in current directory 

Trace also memory and block 

Show also interval information 



Thread analysis 

• Memory and block usage of cat(28912) thread 
– Allocated 17MB memory into user space 

– Loaded 17MB file for 60ms 



Thread analysis 

• Interval information 
– Divided as each interval 

• Default: 1 sec 

– Check life cycle of threads 
• N: New 

• D: Die 

• F: Fault 

 

 



Thread analysis 

# guider record -s ./ -t -u 

 

# guider stop 

 

# guider ./guider.dat -o ./ -a 

 

View guider.out 

Save report file in current directory 

Show all information 

Save trace file in current directory 

Trace also systemcall 

Run in background 



Thread analysis 

• Per-thread systemcall summary  



Thread analysis 

• Per-thread systemcall history 



Thread analysis 

• Restrictions 
– Sufficient system memory is required to record events 

• Long time recording will cause wrong result in poor memory system 

• If you should record for long time then use -R option for recording 

 

 
 



Contents 

• A system-wide performance analyzer 

– thread analysis 

– function analysis 

– real-time analysis 

– file analysis 

 

• Open-source contribution 

– https://github.com/iipeace/guider 



Requirement 

• Linux kernel (>= 3.0) 
 

• Python (>= 2.7) 
 

• Kernel configuration 
– CONFIG_FTRACE 
– CONFIG_TRACING, CONFIG_TRACING_SUPPORT 
– CONFIG_EVENT_TRACING 
– CONFIG_TRACEPOINTS 
– CONFIG_DYNAMIC_FTRACE 
– CONFIG_FTRACE_SYSCALLS 
– CONFIG_STACKTRACE, CONFIG_STACKTRACE_SUPPORT, CONFIG_USER_STACKTRACE_SUPPORT 
– CONFIG_UPROBES, CONFIG_UPROBE_EVENT 
– CONFIG_KPROBES, CONFIG_KPROBE_EVENTS 

 

• Kernel patch 
– ust_arm_apcs.patch (only for ARM) 



Function analysis 

• memTest() 

– Alloc 10MB to memory 

• diskTest() 

– Read 10MB from disk 

• cpuTest() 

– Spin in a loop 

 



Function analysis 

$ gcc test.c -rdynamic -fno-omit-frame-pointer 
 
# guider record -f -s ./ -e mb -u 
 
$ ./a.out & 
 
# guider stop 
 
# guider ./guider.dat -o ./ -l $(which addr2line) -r / 
 
View guider.out 

Function mode 

Save trace file in current directory 

Trace also memory and block 

Save report file in current directory 

Set addr2line path 

Set root path 

Run in background 



Function analysis 

# guider ./guider.dat -o ./ -l $(which addr2line) -r / -g 30807 

View guider.out 



Function analysis 



Function analysis 



Function analysis 



Function analysis 

• diskTest() 

– Open “testBin” file 

• faultTest() 

– Access violation 

 



Function analysis 

$ gcc test.c -rdynamic -fno-omit-frame-pointer 

 

# guider record -f -s ./ -u –ep ＼ 

   -K file:getname:NONE:**string, open:sys_open:NONE:, segflt:bad_area:NONE: 

 

$ ./a.out & 

 

# guider stop 

 

# guider ./guider.dat -o ./ -l $(which addr2line) -r / -a 

 

View guider.out 

Trace getname function including return value  

Save report file in current directory 

Set addr2line path 

Set root path 

Trace sys_open function 

Trace bad_area function to detect fault 

Save trace data immediately 

Show all information 



Function analysis 

# guider ./guider.dat -o ./ -l $(which addr2line) -r / -a -g 972 

View guider.out 



Function analysis 
File names opened 

Call sequence of open 

Call sequence of segmentation fault 



Function analysis 

• Restrictions 
– Target threads should be alive during profiling 

• If target threads should be killed then use -e p option for recording 

 

– Relevant binaries should be built with bellow options 
• -rdynamic -fno-omit-frame-pointer 

• -mapcs-frame (only for ARM) 

 

– A kernel patch is needed to trace user stack 
• ust_arm_apcs.patch (only for ARM) 

 

– the max length of a call chain is restricted by 8 



Contents 

• A system-wide performance analyzer 

– thread analysis 

– function analysis 

– real-time analysis 

– file analysis 

 

• Open-source contribution 

– https://github.com/iipeace/guider 



Real-time analysis 

• Show real-time system status with processes 

$ guider top 



Real-time analysis 

• Show real-time system status with threads 

$ guider top -e t 



Real-time analysis 

• Show only specific processes 

$ guider top -g chrome 



Real-time analysis 

• Show memory details of processes 

$ guider top -e m 



Real-time analysis 

• Show all information every 3 second 

$ guider top -a -i 3 



Real-time analysis 

• Show open files of specific processes 

$ guider top -e f -g sshd, upstart 



Real-time analysis 

• Show stacks of specific processes 

$ guider top -e s -g init 



Real-time analysis 

• Show system report 

$ guider top -o ./ -u 

$ guider stop 

View guider.out 

 

• System summary information 

Set path of report file 

Run in background 



Real-time analysis 

• CPU usage(%) per process in report 



Real-time analysis 

• Memory usage(MB) per process in report 



Real-time analysis 

• Memory details per process in report 



Real-time analysis 

• System statistics in report 



Real-time analysis 

• Show system graph and memory chart 

$ guider top -e g -I guider.out 

View guider_graph.png 



Real-time analysis 

• Show system graph and memory chart 

$ guider top -e g -I guider.out 

View guider_chart.png 



Real-time analysis 

• Restrictions 
– It is possible that statistics of some process is loss 

• Because sampling rate of real-time mode is bigger than 1 second 
 

– Sampling rate that is shorter than 1 second is not supported 

 

– Python matplotlib is required to draw graph and chart 

 

 
 



Contents 

• A system-wide performance analyzer 

– thread analysis 

– function analysis 

– real-time analysis 

– file analysis 

 

• Open-source contribution 

– https://github.com/iipeace/guider 



File analysis 

• Show usage of files mapped to processes 

# guider record -F -o ./ 

File mode 

Save report file in current directory 



File analysis 

• Show usage of files mapped to processes 

# guider record -F -o ./ -i -u 

# guider send 

# guider send 

# guider stop 

View guider.out File mode 

Save report file in current directory 

Show diff of files 

Run in background 

Get diff of files between previous and current 

Initial on-RAM file size 

Total file size 

diff on-RAM file size last on-RAM file size 



Commands 

• $ guider -h -a 

 

 

 



Thanks  
 

 

 

https://github.com/iipeace/guider 


