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1. 学习随机变量的数字特征有什么意义？
   * 研究随机变量的数字特征可以总体上掌握随机变量某一侧面的性质,如期望表征随机变量的取值水平即平均数,方差表征随机变量取值的分散或集中程度。
2. 常见的数字特征有哪些？
   * 数学期望
     1. 连续型数据
     2. 离散型数据
   * 方差与矩
     1. 方差
     2. 矩
     3. 协方差
   * 相关系数
3. 均值（数学期望）、方差的定义、计算公式、性质有哪些？
   * 期望的定义：随机变量X的期望(expectation)或均值EX是它全部取值的平均值，也是分布律或密度函数的中心位置，因此，期望有时也称位置参数(location parameter).期望在实际中应用广泛，常被用作随机变量分布的代表性指标。
   * 期望的计算公式：
     + 设二维随机变量的联合分布律为 ，若联合密度函数为，则随机变量 的数学期望的计算公式为
   * 期望的性质
     1. 线性性：若 及 为常数， 为 个随机变量，则
     2. 若 相互独立，则
   * 方差的定义：方差(variance) 刻画了随机变量X取值的“波动”大小或稳定性，度量了随机变量偏离期望的平均幅度。
   * 方差的计算公式：
   * 方差的性质：
     + 随机变量的方差具有如下性质(假设所涉及的方差都存在) ：
     + 若 相互独立， 及 为常数，则
     + 设 是常数，对随机变量和，有
     + **(切比雪夫不等式)** 设的方差存在, 则对任意正数，有
     + 或
     + 若随机变量的方差存在，则的充分必要条件是以概率取某个常数，即。
4. 常见分布的期望、方差是什么？
5. 协方差、相关系数的定义、计算公式是什么？它们有什么作用？
   * 协方差、相关系数的定义
     + 设 为二维随机变量，如果 存在，则称 为与的**协方差**，记为
     + 若 ，则称 为与的**相关系数**，记为 或 ，即
   * 协方差的计算公式
   * 协方差、相关系数的作用
     + 当事件与相互独立时，有
     + 这意味着若 ，则与必然不相互独立，因而与之间存在则某种关联。因此可以用量 ，即**用相关系数来描述与之间的关联程度**
     + 对相关系数，令 ， ，则 。 是一个有量纲的数，而是一个无量纲的数。**相关系数能很好地反映随机变量与之间的关系**
6. 协方差、相关系数的基本性质是什么？
   * 协方差的性质
     1. 设为常数，则
     2. 设 为常数，则
     + 维随机变量推广
       1. 设 为常数
   * 相关系数的性质
     1. 的充要条件为 与 以概率为线性相关，即
7. 怎样认识变量之间的不相关关系与独立关系？
   * 变量间的关系可以用相关系数来刻画。
   * 对二维随机变量 而言，如果 存在，则称 为与的**协方差**，记为
   * 当取值为，则称和为不相关关系。
   * 变量的不相关关系和独立关系之间存在如下推导性质：
   * 但
   * 此外，当随机变量的联合分布是正态分布时，有
8. 随机变量的 k 阶原点矩、中心矩的定义是什么？混合矩的定义是什么？
   * 对随机变量和，若以下的数学期望都存在，
   * 则称 为的阶原点矩；
   * 称 为的阶中心矩；
   * 称为和的阶混合原点矩；
   * 称 为和的阶混合中心矩。
   * 由上述原点矩和中心矩的定义可知，一阶原点矩就是数学期望，二阶中心矩就是方差。同时，因，故随机变量的阶矩存在时，阶矩也存在，从而小于的各阶矩都存在。
9. 极限定理描述什么现象？
   * 极限定理是概率论的基本理论，阐述了大量观测或试验中随机现象的统计规律性，在理论研究和应用中起着重要作用。随机变量序列的极限反映了当实验次数充分大时序列的变化趋势。随机变量序列的极限有两种基本的描述方法，即依概率收敛和依分布收敛。
10. 辛钦大数定律、贝努里大数定律是什么？有什么应用？
    * 辛钦大数定律：
    * 伯努利大数定律：
      + 设是重伯努利试验中事件发生的频率，事件在每次试验中发生的概率为。则对任意正数。有：
      + 记作，即对给定的很小正数，当足够大时，“频率与概率的偏差小于”几乎是一个必然事件，这就是以频率定义概率的理论依据所在。
    * 大数定律不仅可以用于总体的均值估计，还可以用于其他参数的估计问题。例如，用于定积分的估计，当随机变量相互独立，都服从时，则也为独立同分布的随机变量序列，且。那么由大数定律得，当足够大时，可以作为参数的估计值，由此可见，只要能获取来自均匀分布的观测数据，就可以用去估计参数。
11. 独立同分布的中心极限定理是什么？有什么应用？
    * 中心极限定理是研究独立随机变量和的分布在一定条件下以正态分布为极限分布，是数理统计和误差分析的基础。
    * 独立同分布的中心极限定理：
      + 设独立同分布，数学期望存在且，则对于任意实数：
      + 此定理表明：若对某个随机变量进行大量的独立重复观测实验，则实验结果的和近似服从正态分布。
    * 应用：以在误差分析上的应用为例
      + 对一个物理量独立地测量次，每次测量产生的随机误差都服从上的均匀分布，如果取次测量的算术平均值作为测量结果，求它与真值得差小于指定的正数的概率。
      + 解：随机误差的期望与方差为： ，则：
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