• [Mysqlx\_cursor\_close](#_bookmark1)

The number of cursor-close messages received

• [Mysqlx\_cursor\_fetch](#_bookmark2)

The number of cursor-fetch messages received

• [Mysqlx\_cursor\_open](#_bookmark3)

The number of cursor-open messages received

• [Mysqlx\_errors\_sent](#_bookmark4)

The number of errors sent to clients.

• [Mysqlx\_errors\_unknown\_message\_type](#_bookmark5)

The number of unknown message types that have been received.

• [Mysqlx\_expect\_close](#_bookmark6)

The number of expectation blocks closed.

• [Mysqlx\_expect\_open](#_bookmark7)

The number of expectation blocks opened.

• [Mysqlx\_init\_error](#_bookmark8)

The number of errors during initialisation.

• [Mysqlx\_messages\_sent](#_bookmark9)

The total number of messages of all types sent to clients.

• [Mysqlx\_notice\_global\_sent](#_bookmark10)

The number of global notifications sent to clients.

• [Mysqlx\_notice\_other\_sent](#_bookmark11)

The number of other types of notices sent back to clients.

• [Mysqlx\_notice\_warning\_sent](#_bookmark12)

The number of warning notices sent back to clients.

• [Mysqlx\_notified\_by\_group\_replication](#_bookmark13)

Number of Group Replication notifications sent to clients.

• [Mysqlx\_port](#_bookmark14)

The TCP port which X Plugin is listening to. If a network bind has failed, or if the skip\_networking system variable is enabled, the value shows UNDEFINED.

• [Mysqlx\_prep\_deallocate](#_bookmark15)

The number of prepared-statement-deallocate messages received

• [Mysqlx\_prep\_execute](#_bookmark16)

The number of prepared-statement-execute messages received

• [Mysqlx\_prep\_prepare](#_bookmark17)

The number of prepared-statement messages received

• [Mysqlx\_rows\_sent](#_bookmark18)

The number of rows sent back to clients.

• [Mysqlx\_sessions](#_bookmark19)

The number of sessions that have been opened.

• [Mysqlx\_sessions\_accepted](#_bookmark20)

The number of session attempts which have been accepted.

• [Mysqlx\_sessions\_closed](#_bookmark21)

The number of sessions that have been closed.

• [Mysqlx\_sessions\_fatal\_error](#_bookmark22)

The number of sessions that have closed with a fatal error.

• [Mysqlx\_sessions\_killed](#_bookmark23)

The number of sessions which have been killed.

• [Mysqlx\_sessions\_rejected](#_bookmark24)

The number of session attempts which have been rejected.

• [Mysqlx\_socket](#_bookmark25)

The Unix socket which X Plugin is listening to.

• [Mysqlx\_ssl\_accept\_renegotiates](#_bookmark26)

The number of negotiations needed to establish the connection.

• [Mysqlx\_ssl\_accepts](#_bookmark27)

The number of accepted SSL connections.

• [Mysqlx\_ssl\_active](#_bookmark28) If SSL is active.

• [Mysqlx\_ssl\_cipher](#_bookmark29)

The current SSL cipher (empty for non-SSL connections).

• [Mysqlx\_ssl\_cipher\_list](#_bookmark30)

A list of possible SSL ciphers (empty for non-SSL connections).

• [Mysqlx\_ssl\_ctx\_verify\_depth](#_bookmark31)

The certificate verification depth limit currently set in ctx.

• [Mysqlx\_ssl\_ctx\_verify\_mode](#_bookmark32)

The certificate verification mode currently set in ctx.

• [Mysqlx\_ssl\_finished\_accepts](#_bookmark33)

The number of successful SSL connections to the server.

• [Mysqlx\_ssl\_server\_not\_after](#_bookmark34)

The last date for which the SSL certificate is valid.

• [Mysqlx\_ssl\_server\_not\_before](#_bookmark35)

The first date for which the SSL certificate is valid.

• [Mysqlx\_ssl\_verify\_depth](#_bookmark36)

The certificate verification depth for SSL connections.

• [Mysqlx\_ssl\_verify\_mode](#_bookmark37)

The certificate verification mode for SSL connections.

• [Mysqlx\_ssl\_version](#_bookmark38)

The name of the protocol used for SSL connections.

• [Mysqlx\_stmt\_create\_collection](#_bookmark39)

The number of create collection statements received.

• [Mysqlx\_stmt\_create\_collection\_index](#_bookmark40) The number of create collection index statements received.

• [Mysqlx\_stmt\_disable\_notices](#_bookmark41)

The number of disable notice statements received.

• [Mysqlx\_stmt\_drop\_collection](#_bookmark42)

The number of drop collection statements received.

• [Mysqlx\_stmt\_drop\_collection\_index](#_bookmark43)

The number of drop collection index statements received.

• [Mysqlx\_stmt\_enable\_notices](#_bookmark44)

The number of enable notice statements received.

• [Mysqlx\_stmt\_ensure\_collection](#_bookmark45)

The number of ensure collection statements received.

• [Mysqlx\_stmt\_execute\_mysqlx](#_bookmark46)

The number of StmtExecute messages received with namespace set to mysqlx. • [Mysqlx\_stmt\_execute\_sql](#_bookmark47)

The number of StmtExecute requests received for the SQL namespace.

• [Mysqlx\_stmt\_execute\_xplugin](#_bookmark48)

The number of StmtExecute requests received for the xplugin namespace. From MySQL 8.0.19, the xplugin namespace has been removed so this status variable is no longer used.

• [Mysqlx\_stmt\_get\_collection\_options](#_bookmark49)

The number of get collection object statements received.

• [Mysqlx\_stmt\_kill\_client](#_bookmark50)

The number of kill client statements received.

• [Mysqlx\_stmt\_list\_clients](#_bookmark51)

The number of list client statements received.

• [Mysqlx\_stmt\_list\_notices](#_bookmark52)

The number of list notice statements received.

• [Mysqlx\_stmt\_list\_objects](#_bookmark53)

The number of list object statements received.

• [Mysqlx\_stmt\_modify\_collection\_options](#_bookmark54) The number of modify collection options statements received.

• [Mysqlx\_stmt\_ping](#_bookmark55)

The number of ping statements received.

• [Mysqlx\_worker\_threads](#_bookmark56) The number of worker threads available.

• [Mysqlx\_worker\_threads\_active](#_bookmark57) The number of worker threads currently used.

**20.5.7** **Monitoring** **X** **Plugin**

For general X Plugin monitoring, use the status variables that it exposes. See Section 20.5.6.3, “X Plugin Status Variables” . For information specifically about monitoring the effects of message compression, see Monitoring Connection Compression for X Plugin.

**Monitoring** **SQL** **Generated** **by** **X** **Plugin**

This section describes how to monitor the SQL statements which X Plugin generates when you run X DevAPI operations. When you execute a CRUD statement, it is translated into SQL and executed against the server. To be able to monitor the generated SQL, the Performance Schema tables must be enabled. The SQL is registered under the performance\_schema.events\_statements\_current, performance\_schema.events\_statements\_history, and

performance\_schema.events\_statements\_history\_long tables. The following example uses the world\_x schema, imported as part of the quickstart tutorials in this section. We use MySQL Shell in Python mode, and the \sql command which enables you to issue SQL statements without changing to SQL mode. This is important, because if you instead try to switch to SQL mode, the procedure shows the result of this operation rather than the X DevAPI operation. The \sql command is used in the same way if you are using MySQL Shell in JavaScript mode.

1. Check if the events\_statements\_history consumer is enabled. Issue:

mysql-py> **\sql** **SELECT** **enabled** **FROM** **performance\_schema** **.setup\_consumers** **WHERE** **NAME** **=** **'events\_statements\_h**

+---------+

| enabled |

+---------+

| YES |

+---------+

2. Check if all instruments report data to the consumer. Issue: mysql-py> **\sql** **SELECT** **NAME,** **ENABLED,** **TIMED** **FROM** **performance\_schema.setup\_instruments** **WHERE** **NAME** **LIK**

If this statement reports at least one row, you need to enable the instruments. See Section 27.4, “Performance Schema Runtime Configuration” .

3. Get the thread ID of the current connection. Issue: mysql-py> **\sql** **SELECT** **thread\_id** **INTO** **@id** **FROM** **performance\_schema.threads** **WHERE** **processlist\_id=conne**

4. Execute the X DevAPI CRUD operation for which you want to see the generated SQL. For example, issue:

mysql-py> **db.CountryInfo.find("Name** **=** **:country").bind("country",** **"Italy")** You must not issue any further operations for the next step to show the correct result.

5. Show the last SQL query made by this thread ID. Issue:

mysql-py> **\sql** **SELECT** **THREAD\_ID,** **MYSQL\_ERRNO,SQL\_TEXT** **FROM** **performance\_schema** **.events\_statements\_his**

+-----------+-------------+------------------------------------------------------------------------

| THREAD\_ID | MYSQL\_ERRNO | SQL\_TEXT

+-----------+-------------+------------------------------------------------------------------------

| 29 | 0 | SELECT doc FROM `world\_x` . `CountryInfo` WHERE (JSON\_EXTRACT(doc,'$ .Name

+-----------+-------------+------------------------------------------------------------------------

The result shows the SQL generated by X Plugin based on the most recent statement, in this case the X DevAPI CRUD operation from the previous step.
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Chapter 21 InnoDB Cluster

This chapter introduces MySQL InnoDB Cluster, which combines MySQL technologies to enable you to deploy and administer a complete integrated high availability solution for MySQL. This content is a high-level overview of InnoDB Cluster, for full documentation, see [MySQL InnoDB Cluster](https://dev.mysql.com/doc/mysql-shell/8.0/en/mysql-innodb-cluster.html).

**Important**

InnoDB Cluster does not provide support for MySQL NDB Cluster. For more information about MySQL NDB Cluster, see [Chapter 23, *MySQL* *NDB* *Cluster*](#_bookmark58) [*8.0*](#_bookmark58) and [Section 23.2.6, “MySQL Server Using InnoDB Compared NDB](#_bookmark59)with [Cluster”](#_bookmark59) .

An InnoDB Cluster consists of at least three MySQL Server instances, and it provides high-availability and scaling features. InnoDB Cluster uses the following MySQL technologies:

• [MySQL Shell](https://dev.mysql.com/doc/mysql-shell/8.0/en/), which is an advanced client and code editor for MySQL.

• MySQL Server, and Group Replication, which enables a set of MySQL instances to provide high- availability. InnoDB Cluster provides an alternative, easy to use programmatic way to work with Group Replication.

• [MySQL Router](https://dev.mysql.com/doc/mysql-router/8.0/en/), a lightweight middleware that provides transparent routing between your application and InnoDB Cluster.

The following diagram shows an overview of how these technologies work together:

**Figure** **21.1** **InnoDB** **Cluster** **overview**
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Being built on MySQL Group Replication, provides features such as automatic membership management, fault tolerance, automatic failover, and so on. An InnoDB Cluster usually runs in a single- primary mode, with one primary instance (read-write) and multiple secondary instances (read-only). Advanced users can also take advantage of a multi-primary mode, where all instances are primaries. You can even change the topology of the cluster while InnoDB Cluster is online, to ensure the highest possible availability.

You work with InnoDB Cluster using the [AdminAPI](https://dev.mysql.com/doc/mysql-shell/8.0/en/admin-api-overview.html), provided as part of MySQL Shell. AdminAPI is available in JavaScript and Python, and is well suited to scripting and automation of deployments of MySQL to achieve high-availability and scalability. By using MySQL Shell's AdminAPI, you can avoid the need to configure many instances manually. Instead, AdminAPI provides an effective modern

interface to sets of MySQL instances and enables you to provision, administer, and monitor your deployment from one central tool.

To get started with InnoDB Cluster you need to [download](https://dev.mysql.com/downloads/shell/) and [install](https://dev.mysql.com/doc/mysql-shell/8.0/en/mysql-shell-install.html) MySQL Shell. You need some hosts with MySQL Server instances installed, and you can also [install](https://dev.mysql.com/doc/mysql-router/8.0/en/mysql-router-installation.html) MySQL Router.

InnoDB Cluster supports MySQL Clone, which enables you to provision instances simply. In the past, to provision a new instance before it joins a set of MySQL instances you would need to somehow manually transfer the transactions to the joining instance. This could involve making file copies, manually copying them, and so on. Using InnoDB Cluster, you can simply [add an instance](https://dev.mysql.com/doc/mysql-shell/8.0/en/add-instances-cluster.html) to the cluster and it is automatically provisioned.

Similarly, InnoDB Cluster is tightly integrated with [MySQL Router](https://dev.mysql.com/doc/mysql-router/8.0/en/), and you can use AdminAPI to [work](https://dev.mysql.com/doc/mysql-shell/8.0/en/registered-routers.html) [with](https://dev.mysql.com/doc/mysql-shell/8.0/en/registered-routers.html) them together. MySQL Router can automatically configure itself based on an InnoDB Cluster, in a process called [bootstrapping](https://dev.mysql.com/doc/mysql-shell/8.0/en/admin-api-bootstrapping-router.html), which removes the need for you to configure routing manually. MySQL Router then transparently connects client applications to the InnoDB Cluster, providing routing and load-balancing for client connections. This integration also enables you to administer some aspects of a MySQL Router bootstrapped against an InnoDB Cluster using AdminAPI. InnoDB Cluster status information includes details about MySQL Routers bootstrapped against the cluster. Operations enable you to [create MySQL Router users](https://dev.mysql.com/doc/mysql-shell/8.0/en/configuring-router-user.html) at the cluster level, to work with the MySQL Routers bootstrapped against the cluster, and so on.

For more information on these technologies, see the user documentation linked in the descriptions. In addition to this user documentation, there is developer documentation for all AdminAPI methods in the MySQL Shell JavaScript API Reference or MySQL Shell Python API Reference, available from [Connectors and APIs](https://dev.mysql.com/doc/index-connectors.html).

Chapter 22 InnoDB ReplicaSet

This chapter introduces MySQL InnoDB ReplicaSet, which combines MySQL technologies to enable you to deploy and administer Chapter 17, *Replication*. This content is a high-level overview of InnoDB ReplicaSet, for full documentation, see [MySQL InnoDB ReplicaSet](https://dev.mysql.com/doc/mysql-shell/8.0/en/mysql-innodb-replicaset.html).

An InnoDB ReplicaSet consists of at least two MySQL Server instances, and it provides all of the MySQL Replication features you are familiar with, such as read scale-out and data security. InnoDB ReplicaSet uses the following MySQL technologies:

• [MySQL Shell](https://dev.mysql.com/doc/mysql-shell/8.0/en/), which is an advanced client and code editor for MySQL.

• MySQL Server, and Chapter 17, *Replication*, which enables a set of MySQL instances to provide availability and asynchronous read scale-out. InnoDB ReplicaSet provides an alternative, easy to use programmatic way to work with Replication.

• [MySQL Router](https://dev.mysql.com/doc/mysql-router/8.0/en/), a lightweight middleware that provides transparent routing between your application and InnoDB ReplicaSet.

The interface to an InnoDB ReplicaSet is similar to [MySQL InnoDB Cluster](https://dev.mysql.com/doc/mysql-shell/8.0/en/mysql-innodb-cluster.html), you use MySQL Shell to work with MySQL Server instances as a ReplicaSet, and MySQL Router is also tightly integrated in the same way as InnoDB Cluster.

Being based on MySQL Replication, an InnoDB ReplicaSet has a single primary, which replicates to one or more secondary instances. An InnoDB ReplicaSet does not provide all of the features which InnoDB Cluster provides, such as automatic failover, or multi-primary mode. But, it does support features such as configuring, adding, and removing instances in a similar way. You can manually switch over or fail over to a secondary instance, for example in the event of a failure. You can even adopt an existing Replication deployment and then administer it as an InnoDB ReplicaSet.

You work with InnoDB ReplicaSet using the [AdminAPI](https://dev.mysql.com/doc/mysql-shell/8.0/en/admin-api-overview.html), provided as part of MySQL Shell. AdminAPI is available in JavaScript and Python, and is well suited to scripting and automation of deployments of MySQL to achieve high-availability and scalability. By using MySQL Shell's AdminAPI, you can avoid the need to configure many instances manually. Instead, AdminAPI provides an effective modern interface to sets of MySQL instances and enables you to provision, administer, and monitor your deployment from one central tool.

To get started with InnoDB ReplicaSet you need to [download](https://dev.mysql.com/downloads/shell/) and [install](https://dev.mysql.com/doc/mysql-shell/8.0/en/mysql-shell-install.html) MySQL Shell. You need some hosts with MySQL Server instances installed, and you can also [install](https://dev.mysql.com/doc/mysql-router/8.0/en/mysql-router-installation.html) MySQL Router.

InnoDB ReplicaSet supports MySQL Clone, which enables you to provision instances simply. In the past, to provision a new instance before it joined a MySQL Replication deployment, you would need to somehow manually transfer the transactions to the joining instance. This could involve making file copies, manually copying them, and so on. You can simply [add an instance](https://dev.mysql.com/doc/mysql-shell/8.0/en/add-instance-replicaset.html) to the replica set and it is automatically provisioned.

Similarly, InnoDB ReplicaSet is tightly integrated with [MySQL Router](https://dev.mysql.com/doc/mysql-router/8.0/en/), and you can use AdminAPI to [work with](https://dev.mysql.com/doc/mysql-shell/8.0/en/registered-routers.html) them together. MySQL Router can automatically configure itself based on an InnoDB ReplicaSet, in a process called [bootstrapping](https://dev.mysql.com/doc/mysql-shell/8.0/en/admin-api-bootstrapping-router.html), which removes the need for you to configure routing manually. MySQL Router then transparently connects client applications to the InnoDB ReplicaSet, providing routing and load-balancing for client connections. This integration also enables you to administer some aspects of a MySQL Router bootstrapped against an InnoDB ReplicaSet using AdminAPI. InnoDB ReplicaSet status information includes details about MySQL Routers bootstrapped against the ReplicaSet. Operations enable you to [create MySQL Router users](https://dev.mysql.com/doc/mysql-shell/8.0/en/configuring-router-user.html) at the ReplicaSet level, to work with the MySQL Routers bootstrapped against the ReplicaSet, and so on.

For more information on these technologies, see the user documentation linked in the descriptions. In addition to this user documentation, there is developer documentation for all AdminAPI methods in the MySQL Shell JavaScript API Reference or MySQL Shell Python API Reference, available from [Connectors and APIs](https://dev.mysql.com/doc/index-connectors.html).
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This chapter provides information about MySQL *NDB* *Cluster*, a high-availability, high-redundancy version of MySQL adapted for the distributed computing environment. The most recent NDB Cluster release series uses version 8 of the [NDB](#_bookmark58) storage engine (also known as [NDBCLUSTER](#_bookmark58)) to enable running several computers with MySQL servers and other software in a cluster. NDB Cluster 8.0, now available as a General Availability (GA) release (beginning with version 8.0.19), incorporates version 8.0 of the NDB storage engine. NDB Cluster 7.6 and NDB Cluster 7.5, still available as GA releases, use versions 7.6 and 7.5 of NDB, respectively. Previous GA releases NDB Cluster 7.4 and NDB Cluster 7.3 incorporated NDB versions 7.4 and 7.3, respectively. *NDB* *7.4* *and* *older* *release* *series* *are* *no* *longer* *supported* *or* *maintained*.

This chapter contains information about NDB Cluster 8.0 releases through 8.0.34. NDB Cluster 8.0 is now available (beginning with NDB 8.0.19) as a General Availability release, and recommended for new deployments; the latest available release is NDB 8.0.32. NDB Cluster 7.6 and 7.5 are previous GA releases still supported in production; for information about NDB Cluster 7.6, see [What is New in NDB](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-6.html) [Cluster 7.6](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-6.html). For similar information about NDB Cluster 7.5, see [What is New in NDB Cluster 7.5](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-5.html). NDB Cluster 7.4 and 7.3 are previous GA releases which are no longer maintained. We recommend that new deployments for production use MySQL NDB Cluster 8.0.
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**23.1** **General** **Information**

MySQL NDB Cluster uses the MySQL server with the NDB storage engine. Support for the [NDB](#_bookmark58) storage engine is not included in standard MySQL Server 8.0 binaries built by Oracle. Instead, users of NDB Cluster binaries from Oracle should upgrade to the most recent binary release of NDB Cluster for supported platforms—these include RPMs that should work with most Linux distributions. NDB Cluster 8.0 users who build from source should use the sources provided for MySQL 8.0 and build with the options required to provide NDB support. (Locations where the sources can be obtained are listed later in this section.)

**Important**

MySQL NDB Cluster does not support InnoDB Cluster, which must be deployed using MySQL Server 8.0 with the InnoDB storage engine as well as additional applications that are not included in the NDB Cluster distribution. MySQL Server 8.0 binaries cannot be used with MySQL NDB Cluster. For more information about deploying and using InnoDB Cluster, see [MySQL AdminAPI](https://dev.mysql.com/doc/mysql-shell/8.0/en/admin-api-userguide.html). [Section 23.2.6, “MySQL Server Using InnoDB Compared with NDB Cluster”](#_bookmark59) , discusses differences between the NDB and InnoDB storage engines.

**Supported** **Platforms.** NDB Cluster is currently available and supported on a number of platforms. For exact levels of support available for on specific combinations of operating system versions, operating system distributions, and hardware platforms, please refer to [https://www.mysql.com/support/](https://www.mysql.com/support/supportedplatforms/cluster.html) [supportedplatforms/cluster.html](https://www.mysql.com/support/supportedplatforms/cluster.html).

**Availability.** NDB Cluster binary and source packages are available for supported platforms from <https://dev.mysql.com/downloads/cluster/>.

**NDB** **Cluster** **release** **numbers.** NDB 8.0 follows the same release pattern as the MySQL Server 8.0 series of releases, beginning with MySQL 8.0.13 and MySQL NDB Cluster 8.0.13. In this *Manual* and other MySQL documentation, we identify these and later NDB Cluster releases employing a version number that begins with “NDB” . This version number is that of the [NDBCLUSTER](#_bookmark58) storage engine used in the NDB 8.0 release, and is the same as the MySQL 8.0 server version on which the NDB Cluster 8.0 release is based.

**Version** **strings** **used** **in** **NDB** **Cluster** **software.** The version string displayed by the mysql client supplied with the MySQL NDB Cluster distribution uses this format:

mysql-*mysql\_server\_version*-cluster

*mysql\_server\_version* represents the version of the MySQL Server on which the NDB Cluster release is based. For all NDB Cluster 8.0 releases, this is 8.0.*n*, where *n* is the release number. Building from source using -DWITH\_NDB or the equivalent adds the -cluster suffix to the version string. (See [Section 23.3.1.4, “Building NDB Cluster from Source on Linux”](#_bookmark81) , and [Section 23.3.2.2,](#_bookmark82) [“Compiling and Installing NDB Cluster from Source on Windows”](#_bookmark82) .) You can see this format used in the mysql client, as shown here:

$> **mysql**

Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 2

Server version: 8.0.34-cluster Source distribution

Type 'help;' or '\h' for help. Type '\c' to clear the buffer.

mysql> **SELECT** **VERSION()\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 1. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

VERSION(): 8 .0 .34-cluster

1 row in set (0.00 sec)

The first General Availability release of NDB Cluster using MySQL 8.0 is NDB 8.0.19, using MySQL

8.0.19.
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mysql-*mysql\_server\_version* ndb-*ndb\_engine\_version*

*mysql\_server\_version* represents the version of the MySQL Server on which the NDB Cluster release is based. For all NDB Cluster 8.0 releases, this is 8.0.*n*, where *n* is the release number. *ndb\_engine\_version* is the version of the [NDB](#_bookmark58) storage engine used by this release of the NDB Cluster software. For all NDB 8.0 releases, this number is the same as the MySQL Server version. You can see this format used in the output of the SHOW command in the ndb\_mgm client, like this:

ndb\_mgm> **SHOW**

Connected to Management Server at: localhost:1186

Cluster Configuration

---------------------

[ndbd(NDB)] 2 node(s)

id=1 @10 .0 .10 .6 (mysql-8 .0 .34 ndb-8 .0 .34, Nodegroup: 0, \*)

id=2 @10.0.10.8 (mysql-8.0.34 ndb-8.0.34, Nodegroup: 0)

[ndb\_mgmd(MGM)] 1 node(s)

id=3 @10.0.10.2 (mysql-8.0.34 ndb-8.0.34)

[mysqld(API)] 2 node(s)

id=4 @10 .0 .10 .10 (mysql-8 .0 .34 ndb-8 .0 .34)

id=5 (not connected, accepting connect from any host)

**Compatibility** **with** **standard** **MySQL** **8.0** **releases.** While many standard MySQL schemas and applications can work using NDB Cluster, it is also true that unmodified applications and database schemas may be slightly incompatible or have suboptimal performance when run using NDB Cluster (see [Section 23.2.7, “Known Limitations of NDB Cluster”](#_bookmark67)). Most of these issues can be overcome, but this also means that you are very unlikely to be able to switch an existing application datastore— that currently uses, for example, MyISAM or InnoDB—to use the [NDB](#_bookmark58) storage engine without allowing for the possibility of changes in schemas, queries, and applications. A mysqld compiled without NDB support (that is, built without -DWITH\_NDB or -DWITH\_NDBCLUSTER\_STORAGE\_ENGINE) cannot function as a drop-in replacement for a mysqld that is built with it.

**NDB** **Cluster** **development** **source** **trees.** NDB Cluster development trees can also be accessed from <https://github.com/mysql/mysql-server>.

The NDB Cluster development sources maintained at <https://github.com/mysql/mysql-server> are licensed under the GPL. For information about obtaining MySQL sources using Git and building them yourself, see Section 2.8.5, “Installing MySQL Using a Development Source Tree” .

**Note**

As with MySQL Server 8.0, NDB Cluster 8.0 releases are built using CMake.

NDB Cluster 8.0 is available beginning with NDB 8.0.19 as a General Availability release, and is recommended for new deployments. NDB Cluster 7.6 and 7.5 are previous GA releases still supported in production; for information about NDB Cluster 7.6, see [What is New in NDB Cluster 7.6](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-6.html). For similar information about NDB Cluster 7.5, see [What is New in NDB Cluster 7.5](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-5.html). NDB Cluster 7.4 and 7.3 are previous GA releases which are no longer maintained. We recommend that new deployments for production use MySQL NDB Cluster 8.0.

The contents of this chapter are subject to revision as NDB Cluster continues to evolve. Additional information regarding NDB Cluster can be found on the MySQL website at [http://www.mysql.com/](http://www.mysql.com/products/cluster/) [products/cluster/](http://www.mysql.com/products/cluster/).

**Additional** **Resources.** More information about NDB Cluster can be found in the following places:

• For answers to some commonly asked questions about NDB Cluster, see Section A.10, “MySQL 8.0 FAQ: NDB Cluster” .

• The NDB Cluster Forum: <https://forums.mysql.com/list.php?25>.

• Many NDB Cluster users and developers blog about their experiences with NDB Cluster, and make feeds of these available through [PlanetMySQL](http://www.planetmysql.org/).

**23.2** **NDB** **Cluster** **Overview**

*NDB* *Cluster* is a technology that enables clustering of in-memory databases in a shared-nothing system. The shared-nothing architecture enables the system to work with very inexpensive hardware, and with a minimum of specific requirements for hardware or software.

NDB Cluster is designed not to have any single point of failure. In a shared-nothing system, each component is expected to have its own memory and disk, and the use of shared storage mechanisms such as network shares, network file systems, and SANs is not recommended or supported.

NDB Cluster integrates the standard MySQL server with an in-memory clustered storage engine called [NDB](#_bookmark58) (which stands for “*N*etwork *D*ata*B*ase”). In our documentation, the term [NDB](#_bookmark58) refers to the part of the setup that is specific to the storage engine, whereas “MySQL NDB Cluster” refers to the combination of one or more MySQL servers with the [NDB](#_bookmark58) storage engine.

An NDB Cluster consists of a set of computers, known as *hosts*, each running one or more processes. These processes, known as *nodes*, may include MySQL servers (for access to NDB data), data nodes (for storage of the data), one or more management servers, and possibly other specialized data access programs. The relationship of these components in an NDB Cluster is shown here:

**Figure** **23.1** **NDB** **Cluster** **Components**
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All these programs work together to form an NDB Cluster (see Section 23.5, “NDB Cluster Programs” . When data is stored by the [NDB](#_bookmark58) storage engine, the tables (and table data) are stored in the data nodes. Such tables are directly accessible from all other MySQL servers (SQL nodes) in the cluster. Thus, in a payroll application storing data in a cluster, if one application updates the salary of an employee, all other MySQL servers that query this data can see this change immediately.

Although an NDB Cluster SQL node uses the mysqld server daemon, it differs in a number of critical respects from the mysqld binary supplied with the MySQL 8.0 distributions, and the two versions of mysqld are not interchangeable.
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The data stored in the data nodes for NDB Cluster can be mirrored; the cluster can handle failures of individual data nodes with no other impact than that a small number of transactions are aborted due to losing the transaction state. Because transactional applications are expected to handle transaction failure, this should not be a source of problems.

Individual nodes can be stopped and restarted, and can then rejoin the system (cluster). Rolling restarts (in which all nodes are restarted in turn) are used in making configuration changes and software upgrades (see Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” ). Rolling restarts are also used as part of the process of adding new data nodes online (see Section 23.6.7, “Adding NDB Cluster Data Nodes Online” ). For more information about data nodes, how they are organized in an NDB Cluster, and how they handle and store NDB Cluster data, see [Section 23.2.2,](#_bookmark63) [“NDB Cluster Nodes, Node Groups, Fragment Replicas, and Partitions”](#_bookmark63) .

Backing up and restoring NDB Cluster databases can be done using the NDB-native functionality found in the NDB Cluster management client and the ndb\_restore program included in the NDB Cluster distribution. For more information, see Section 23.6.8, “Online Backup of NDB Cluster” , and Section 23.5.23, “ndb\_restore — Restore an NDB Cluster Backup” . You can also use the standard MySQL functionality provided for this purpose in mysqldump and the MySQL server. See Section 4.5.4, “mysqldump — A Database Backup Program” , for more information.

NDB Cluster nodes can employ different transport mechanisms for inter-node communications; TCP/IP over standard 100 Mbps or faster Ethernet hardware is used in most real-world deployments.

**23.2.1** **NDB** **Cluster** **Core** **Concepts**

[*NDBCLUSTER*](#_bookmark58) (also known as [NDB](#_bookmark58)) is an in-memory storage engine offering high-availability and data- persistence features.

The [NDBCLUSTER](#_bookmark58) storage engine can be configured with a range of failover and load-balancing options, but it is easiest to start with the storage engine at the cluster level. NDB Cluster's [NDB](#_bookmark58) storage engine contains a complete set of data, dependent only on other data within the cluster itself.

The “Cluster” portion of NDB Cluster is configured independently of the MySQL servers. In an NDB Cluster, each part of the cluster is considered to be a *node*.

**Note**

In many contexts, the term “node” is used to indicate a computer, but when discussing NDB Cluster it means a *process*. It is possible to run multiple nodes on a single computer; for a computer on which one or more cluster nodes are being run we use the term *cluster* *host*.

There are three types of cluster nodes, and in a minimal NDB Cluster configuration, there are at least three nodes, one of each of these types:

• *Management* *node*: The role of this type of node is to manage the other nodes within the NDB Cluster, performing such functions as providing configuration data, starting and stopping nodes, and running backups. Because this node type manages the configuration of the other nodes, a node of this type should be started first, before any other node. A management node is started with the command ndb\_mgmd.

• *Data* *node*: This type of node stores cluster data. There are as many data nodes as there are fragment replicas, times the number of fragments (see [Section 23.2.2, “NDB Cluster Nodes, Node](#_bookmark63) [Groups, Fragment Replicas, and Partitions”](#_bookmark63)). For example, with two fragment replicas, each having two fragments, you need four data nodes. One fragment replica is sufficient for data storage, but provides no redundancy; therefore, it is recommended to have two (or more) fragment replicas to
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provide redundancy, and thus high availability. A data node is started with the command ndbd (see Section 23.5.1, “ndbd — The NDB Cluster Data Node Daemon” ) or ndbmtd (see Section 23.5.3, “ndbmtd — The NDB Cluster Data Node Daemon (Multi-Threaded)”).

NDB Cluster tables are normally stored completely in memory rather than on disk (this is why we refer to NDB Cluster as an *in-memory* database). However, some NDB Cluster data can be stored on disk; see Section 23.6.11, “NDB Cluster Disk Data Tables” , for more information.

• *SQL* *node*: This is a node that accesses the cluster data. In the case of NDB Cluster, an SQL node is a traditional MySQL server that uses the [NDBCLUSTER](#_bookmark58) storage engine. An SQL node is a mysqld process started with the --ndbcluster and --ndb-connectstring options, which are explained elsewhere in this chapter, possibly with additional MySQL server options as well.

An SQL node is actually just a specialized type of *API* *node*, which designates any application which accesses NDB Cluster data. Another example of an API node is the ndb\_restore utility that is used to restore a cluster backup. It is possible to write such applications using the NDB API. For basic information about the NDB API, see [Getting Started with the NDB API](https://dev.mysql.com/doc/ndbapi/en/ndb-getting-started.html).

**Important**

It is not realistic to expect to employ a three-node setup in a production environment. Such a configuration provides no redundancy; to benefit from NDB Cluster's high-availability features, you must use multiple data and SQL nodes. The use of multiple management nodes is also highly recommended.

For a brief introduction to the relationships between nodes, node groups, fragment replicas, and partitions in NDB Cluster, see [Section 23.2.2, “NDB Cluster Nodes, Node Groups, Fragment Replicas,](#_bookmark63) [and Partitions”](#_bookmark63) .

Configuration of a cluster involves configuring each individual node in the cluster and setting up individual communication links between nodes. NDB Cluster is currently designed with the intention that data nodes are homogeneous in terms of processor power, memory space, and bandwidth. In addition, to provide a single point of configuration, all configuration data for the cluster as a whole is located in one configuration file.

The management server manages the cluster configuration file and the cluster log. Each node in the cluster retrieves the configuration data from the management server, and so requires a way to determine where the management server resides. When interesting events occur in the data nodes, the nodes transfer information about these events to the management server, which then writes the information to the cluster log.

In addition, there can be any number of cluster client processes or applications. These include standard MySQL clients, NDB-specific API programs, and management clients. These are described in the next few paragraphs.

**Standard** **MySQL** **clients.** NDB Cluster can be used with existing MySQL applications written in PHP, Perl, C, C++, Java, Python, and so on. Such client applications send SQL statements to and receive responses from MySQL servers acting as NDB Cluster SQL nodes in much the same way that they interact with standalone MySQL servers.

MySQL clients using an NDB Cluster as a data source can be modified to take advantage of the ability to connect with multiple MySQL servers to achieve load balancing and failover. For example, Java clients using Connector/J 5.0.6 and later can use jdbc:mysql:loadbalance:// URLs (improved in Connector/J 5.1.7) to achieve load balancing transparently; for more information about using Connector/J with NDB Cluster, see [Using Connector/J with NDB Cluster](https://dev.mysql.com/doc/ndbapi/en/mccj-using-connectorj.html).

**NDB** **client** **programs.** Client programs can be written that access NDB Cluster data directly from the NDBCLUSTER storage engine, bypassing any MySQL Servers that may be connected to the cluster, using the *NDB* *API*, a high-level C++ API. Such applications may be useful for specialized purposes where an SQL interface to the data is not needed. For more information, see [The NDB API](https://dev.mysql.com/doc/ndbapi/en/ndbapi.html).

NDB-specific Java applications can also be written for NDB Cluster using the *NDB* *Cluster* *Connector* *for* *Java*. This NDB Cluster Connector includes *ClusterJ*, a high-level database API similar to object- relational mapping persistence frameworks such as Hibernate and JPA that connect directly to NDBCLUSTER, and so does not require access to a MySQL Server. See [Java and NDB Cluster](https://dev.mysql.com/doc/ndbapi/en/mccj-overview-java.html), and [The ClusterJ API and Data Object Model](https://dev.mysql.com/doc/ndbapi/en/mccj-overview-clusterj-object-models.html), for more information.

NDB Cluster also supports applications written in JavaScript using Node.js. The MySQL Connector for JavaScript includes adapters for direct access to the NDB storage engine and as well as for the MySQL Server. Applications using this Connector are typically event-driven and use a domain object model similar in many ways to that employed by ClusterJ. For more information, see [MySQL NoSQL](https://dev.mysql.com/doc/ndbapi/en/ndb-nodejs.html) [Connector for JavaScript](https://dev.mysql.com/doc/ndbapi/en/ndb-nodejs.html).

**Management** **clients.** These clients connect to the management server and provide commands for starting and stopping nodes gracefully, starting and stopping message tracing (debug versions only), showing node versions and status, starting and stopping backups, and so on. An example of this type of program is the ndb\_mgm management client supplied with NDB Cluster (see Section 23.5.5, “ndb\_mgm — The NDB Cluster Management Client” ). Such applications can be written using the *MGM* *API*, a C-language API that communicates directly with one or more NDB Cluster management servers. For more information, see [The MGM API](https://dev.mysql.com/doc/ndbapi/en/mgm-api.html).

Oracle also makes available MySQL Cluster Manager, which provides an advanced command-line interface simplifying many complex NDB Cluster management tasks, such restarting an NDB Cluster with a large number of nodes. The MySQL Cluster Manager client also supports commands for getting and setting the values of most node configuration parameters as well as mysqld server options and variables relating to NDB Cluster. MySQL Cluster Manager 1.4.8 provides experimental support for NDB 8.0. See [MySQL Cluster Manager 1.4.8 User Manual](https://dev.mysql.com/doc/mysql-cluster-manager/1.4/en/), for more information.

**Event** **logs.** NDB Cluster logs events by category (startup, shutdown, errors, checkpoints, and so on), priority, and severity. A complete listing of all reportable events may be found in Section 23.6.3, “Event Reports Generated in NDB Cluster” . Event logs are of the two types listed here:

• *Cluster* *log*: Keeps a record of all desired reportable events for the cluster as a whole.

• *Node* *log*: A separate log which is also kept for each individual node.
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only the cluster log. The node logs need be consulted only for application development and debugging purposes.

**Checkpoint.** Generally speaking, when data is saved to disk, it is said that a *checkpoint* has been reached. More specific to NDB Cluster, a checkpoint is a point in time where all committed transactions are stored on disk. With regard to the [NDB](#_bookmark58) storage engine, there are two types of checkpoints which work together to ensure that a consistent view of the cluster's data is maintained. These are shown in the following list:

• *Local* *Checkpoint* *(LCP)*: This is a checkpoint that is specific to a single node; however, LCPs take place for all nodes in the cluster more or less concurrently. An LCP usually occurs every few

minutes; the precise interval varies, and depends upon the amount of data stored by the node, the level of cluster activity, and other factors.

NDB 8.0 supports partial LCPs, which can significantly improve performance under some conditions. See the descriptions of the [EnablePartialLcp](#_bookmark83) and [RecoveryWork](#_bookmark84) configuration parameters which enable partial LCPs and control the amount of storage they use.

• *Global* *Checkpoint* *(GCP)*: A GCP occurs every few seconds, when transactions for all nodes are synchronized and the redo-log is flushed to disk.

For more information about the files and directories created by local checkpoints and global checkpoints, see [NDB Cluster Data Node File System Directory](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-ndbd-filesystemdir-files.html).
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**23.2.2** **NDB** **Cluster** **Nodes,** **Node** **Groups,** **Fragment** **Replicas,** **and** **Partitions**

This section discusses the manner in which NDB Cluster divides and duplicates data for storage.

A number of concepts central to an understanding of this topic are discussed in the next few paragraphs.

**Data** **node.** An ndbd or ndbmtd process, which stores one or more *fragment* *replicas*—that is, copies of the *partitions* (discussed later in this section) assigned to the node group of which the node is a member.

Each data node should be located on a separate computer. While it is also possible to host multiple data node processes on a single computer, such a configuration is not usually recommended.

It is common for the terms “node” and “data node” to be used interchangeably when referring to an ndbd or ndbmtd process; where mentioned, management nodes (ndb\_mgmd processes) and SQL nodes (mysqld processes) are specified as such in this discussion.

**Node** **group.** A node group consists of one or more nodes, and stores partitions, or sets of *fragment* *replicas* (see next item).

The number of node groups in an NDB Cluster is not directly configurable; it is a function of the number of data nodes and of the number of fragment replicas ([NoOfReplicas](#_bookmark85) configuration parameter), as shown here:

[# of node groups] = [# of data nodes] / NoOfReplicas

Thus, an NDB Cluster with 4 data nodes has 4 node groups if [NoOfReplicas](#_bookmark85) is set to 1 in the config.ini file, 2 node groups if [NoOfReplicas](#_bookmark85) is set to 2, and 1 node group if [NoOfReplicas](#_bookmark85) is set to 4. Fragment replicas are discussed later in this section; for more information about [NoOfReplicas](#_bookmark85), see [Section 23.4.3.6, “Defining NDB Cluster Data Nodes”](#_bookmark86) .

**Note**

All node groups in an NDB Cluster must have the same number of data nodes.

You can add new node groups (and thus new data nodes) online, to a running NDB Cluster; see Section 23.6.7, “Adding NDB Cluster Data Nodes Online” , for more information.

**Partition.** This is a portion of the data stored by the cluster. Each node is responsible for keeping at least one copy of any partitions assigned to it (that is, at least one fragment replica) available to the cluster.

The number of partitions used by default by NDB Cluster depends on the number of data nodes and the number of LDM threads in use by the data nodes, as shown here:

[# of partitions] = [# of data nodes] \* [# of LDM threads]

When using data nodes running ndbmtd, the number of LDM threads is controlled by the setting

for MaxNoOfExecutionThreads. When using ndbd there is a single LDM thread, which means that there are as many cluster partitions as nodes participating in the cluster. This is also the case when using ndbmtd with MaxNoOfExecutionThreads set to 3 or less. (You should be aware that the number of LDM threads increases with the value of this parameter, but not in a strictly linear fashion, and that there are additional constraints on setting it; see the description of MaxNoOfExecutionThreads for more information.)

**NDB** **and** **user-defined** **partitioning.** NDB Cluster normally partitions [NDBCLUSTER](#_bookmark58) tables automatically. However, it is also possible to employ user-defined partitioning with [NDBCLUSTER](#_bookmark58) tables. This is subject to the following limitations:

1. Only the KEY and LINEAR KEY partitioning schemes are supported in production with [NDB](#_bookmark58) tables.
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See Section 23.5.3, “ndbmtd — The NDB Cluster Data Node Daemon (Multi-Threaded)” , for more information.

For more information relating to NDB Cluster and user-defined partitioning, see [Section 23.2.7, “Known](#_bookmark67) [Limitations of NDB Cluster”](#_bookmark67) , and Section 24.6.2, “Partitioning Limitations Relating to Storage Engines” .

**Fragment** **replica.** This is a copy of a cluster partition. Each node in a node group stores a fragment replica. Also sometimes known as a *partition* *replica*. The number of fragment replicas is equal to the number of nodes per node group.

A fragment replica belongs entirely to a single node; a node can (and usually does) store several fragment replicas.

The following diagram illustrates an NDB Cluster with four data nodes running ndbd, arranged in two node groups of two nodes each; nodes 1 and 2 belong to node group 0, and nodes 3 and 4 belong to node group 1.

**Note**

Only data nodes are shown here; although a working NDB Cluster requires an ndb\_mgmd process for cluster management and at least one SQL node to access the data stored by the cluster, these have been omitted from the figure for clarity.

**Figure** **23.2** **NDB** **Cluster** **with** **Two** **Node** **Groups**
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The data stored by the cluster is divided into four partitions, numbered 0, 1, 2, and 3. Each partition is stored— in multiple copies—on the same node group. Partitions are stored on alternate node groups as follows:

• Partition 0 is stored on node group 0; a *primary* *fragment* *replica* (primary copy) is stored on node 1, and a *backup* *fragment* *replica* (backup copy of the partition) is stored on node 2.

• Partition 1 is stored on the other node group (node group 1); this partition's primary fragment replica is on node 3, and its backup fragment replica is on node 4.

• Partition 2 is stored on node group 0. However, the placing of its two fragment replicas is reversed from that of Partition 0; for Partition 2, the primary fragment replica is stored on node 2, and the backup on node 1.

• Partition 3 is stored on node group 1, and the placement of its two fragment replicas are reversed from those of partition 1. That is, its primary fragment replica is located on node 4, with the backup on node 3.

What this means regarding the continued operation of an NDB Cluster is this: so long as each node group participating in the cluster has at least one node operating, the cluster has a complete copy of all data and remains viable. This is illustrated in the next diagram.

**Figure** **23.3** **Nodes** **Required** **for** **a** **2x2** **NDB** **Cluster**
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In this example, the cluster consists of two node groups each consisting of two data nodes. Each data node is running an instance of ndbd. Any combination of at least one node from node group 0 and at least one node from node group 1 is sufficient to keep the cluster “alive” . However, if both nodes from a single node group fail, the combination consisting of the remaining two nodes in the other node group is not sufficient. In this situation, the cluster has lost an entire partition and so can no longer provide access to a complete set of all NDB Cluster data.

The maximum number of node groups supported for a single NDB Cluster instance is 48.

**23.2.3** **NDB** **Cluster** **Hardware,** **Software,** **and** **Networking** **Requirements**

One of the strengths of NDB Cluster is that it can be run on commodity hardware and has no unusual requirements in this regard, other than for large amounts of RAM, due to the fact that all live data storage is done in memory. (It is possible to reduce this requirement using Disk Data tables—see Section 23.6.11, “NDB Cluster Disk Data Tables” , for more information about these.) Naturally, multiple and faster CPUs can enhance performance. Memory requirements for other NDB Cluster processes are relatively small.

The software requirements for NDB Cluster are also modest. Host operating systems do not require any unusual modules, services, applications, or configuration to support NDB Cluster. For supported operating systems, a standard installation should be sufficient. The MySQL software requirements are simple: all that is needed is a production release of NDB Cluster. It is not strictly necessary to compile MySQL yourself merely to be able to use NDB Cluster. We assume that you are using the binaries appropriate to your platform, available from the NDB Cluster software downloads page at [https://](https://dev.mysql.com/downloads/cluster/) [dev.mysql.com/downloads/cluster/](https://dev.mysql.com/downloads/cluster/).

For communication between nodes, NDB Cluster supports TCP/IP networking in any standard topology, and the minimum expected for each host is a standard 100 Mbps Ethernet card, plus a switch, hub, or router to provide network connectivity for the cluster as a whole. We strongly recommend that an NDB Cluster be run on its own subnet which is not shared with machines not forming part of the cluster for the following reasons:

• **Security.** Communications between NDB Cluster nodes are not encrypted or shielded in any way. The only means of protecting transmissions within an NDB Cluster is to run your NDB Cluster on a protected network. If you intend to use NDB Cluster for Web applications, the cluster should definitely reside behind your firewall and not in your network's De-Militarized Zone ([DMZ](http://compnetworking.about.com/cs/networksecurity/g/bldef_dmz.htm)) or elsewhere.

See Section 23.6.20.1, “NDB Cluster Security and Networking Issues” , for more information.

• **Efficiency.** Setting up an NDB Cluster on a private or protected network enables the cluster to make exclusive use of bandwidth between cluster hosts. Using a separate switch for your NDB Cluster not only helps protect against unauthorized access to NDB Cluster data, it also ensures that NDB Cluster nodes are shielded from interference caused by transmissions between other computers on the network. For enhanced reliability, you can use dual switches and dual cards to remove the network as a single point of failure; many device drivers support failover for such communication links.

**Network** **communication** **and** **latency.** NDB Cluster requires communication between data nodes and API nodes (including SQL nodes), as well as between data nodes and other data nodes, to execute queries and updates. Communication latency between these processes can directly affect the observed performance and latency of user queries. In addition, to maintain consistency and service despite the silent failure of nodes, NDB Cluster uses heartbeating and timeout mechanisms which treat an extended loss of communication from a node as node failure. This can lead to reduced redundancy. Recall that, to maintain data consistency, an NDB Cluster shuts down when the last node in a node group fails. Thus, to avoid increasing the risk of a forced shutdown, breaks in communication between nodes should be avoided wherever possible.

The failure of a data or API node results in the abort of all uncommitted transactions involving the failed node. Data node recovery requires synchronization of the failed node's data from a surviving data node, and re-establishment of disk-based redo and checkpoint logs, before the data node returns to service. This recovery can take some time, during which the Cluster operates with reduced redundancy.

Heartbeating relies on timely generation of heartbeat signals by all nodes. This may not be possible if the node is overloaded, has insufficient machine CPU due to sharing with other programs, or is experiencing delays due to swapping. If heartbeat generation is sufficiently delayed, other nodes treat the node that is slow to respond as failed.

This treatment of a slow node as a failed one may or may not be desirable in some circumstances, depending on the impact of the node's slowed operation on the rest of the cluster. When setting timeout

values such as [HeartbeatIntervalDbDb](#_bookmark88) and [HeartbeatIntervalDbApi](#_bookmark89) for NDB Cluster, care must be taken care to achieve quick detection, failover, and return to service, while avoiding potentially expensive false positives.

Where communication latencies between data nodes are expected to be higher than would be expected in a LAN environment (on the order of 100 µs), timeout parameters must be increased to ensure that any allowed periods of latency periods are well within configured timeouts. Increasing timeouts in this way has a corresponding effect on the worst-case time to detect failure and therefore time to service recovery.

LAN environments can typically be configured with stable low latency, and such that they can provide redundancy with fast failover. Individual link failures can be recovered from with minimal and controlled latency visible at the TCP level (where NDB Cluster normally operates). WAN environments may offer a range of latencies, as well as redundancy with slower failover times. Individual link failures may require route changes to propagate before end-to-end connectivity is restored. At the TCP level this can appear as large latencies on individual channels. The worst-case observed TCP latency in these scenarios is related to the worst-case time for the IP layer to reroute around the failures.

**23.2.4** **What** **is** **New** **in** **MySQL** **NDB** **Cluster**

The following sections describe changes in the implementation of NMySQL DB Cluster in NDB Cluster 8.0 through 8.0.34, as compared to earlier release series. NDB Cluster 8.0 is available as a General Availability (GA) release, beginning with NDB 8.0.19. NDB Cluster 7.6 and 7.5 are previous GA releases still supported in production; for information about NDB Cluster 7.6, see [What is New in NDB](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-6.html) [Cluster 7.6](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-6.html). For similar information about NDB Cluster 7.5, see [What is New in NDB Cluster 7.5](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-what-is-new-7-5.html). NDB Cluster 7.4 and 7.3 were previous GA releases which have reached their end of life, and which are no longer supported or maintained. We recommend that new deployments for production use MySQL

NDB Cluster 8.0.

**What** **is** **New** **in** **NDB** **Cluster** **8.0**

Major changes and new features in NDB Cluster 8.0 which are likely to be of interest are shown in the following list:

• **Compatibility** **enhancements.** The following changes reduce longstanding nonessential differences in NDB behavior as compared to that of other MySQL storage engines:

• **Development** **in** **parallel** **with** **MySQL** **server.** Beginning with this release, MySQL NDB Cluster is being developed in parallel with the standard MySQL 8.0 server under a new unified release model with the following features:

• NDB 8.0 is developed in, built from, and released with the MySQL 8.0 source code tree.

• The numbering scheme for NDB Cluster 8.0 releases follows the scheme for MySQL 8.0.

• Building the source with NDB support appends -cluster to the version string returned by mysql -V, as shown here:

$> **mysql** **-V**

mysql Ver 8.0.34-cluster for Linux on x86\_64 (Source distribution)

NDB binaries continue to display both the MySQL Server version and the NDB engine version, like this:

$> **ndb\_mgm** **-V**

MySQL distrib mysql-8.0.34 ndb-8.0.34, for Linux (x86\_64)

In MySQL Cluster NDB 8.0, these two version numbers are always the same.

To build the MySQL source with NDB Cluster support, use the CMake option -DWITH\_NDB (NDB 8.0.31 and later; for earlier releases, use -DWITH\_NDBCLUSTER instead).

• **Platform** **support** **notes.** NDB 8.0 makes the following changes in platform support:

• NDBCLUSTER no longer supports 32-bit platforms. Beginning with NDB 8.0.21, the NDB build process checks the system architecture and aborts if it is not a 64-bit platform.

• It is now possible to build NDB from source for 64-bit ARM CPUs. Currently, this support is source-only, and we do not provide any precompiled binaries for this platform.

• **Database** **and** **table** **names.** NDB 8.0 removes the previous 63-byte limit on identifiers for databases and tables. These identifiers can now use up to 64 bytes, as for such objects using other MySQL storage engines. See [Section 23.2.7.11, “Previous NDB Cluster Issues Resolved in](#_bookmark90) [NDB Cluster 8.0”](#_bookmark90) .

• **Generated** **names** **for** **foreign** **keys.** NDB now uses the pattern *tbl\_name*\_fk\_*N*for naming internally generated foreign keys. This is similar to the pattern used by InnoDB.

• **Schema** **and** **metadata** **distribution** **and** **synchronization.** NDB 8.0 makes use of the MySQL data dictionary to distribute schema information to SQL nodes joining a cluster and to synchronize new schema changes between existing SQL nodes. The following list describes individual enhancements relating to this integration work:

• **Schema** **distribution** **enhancements.** The NDB schema distribution coordinator, which handles schema operations and tracks their progress, has been extended in NDB 8.0 to ensure that resources used during a schema operation are released at its conclusion. Previously, some of this work was done by the schema distribution client; this has been changed due to the fact that the client did not always have all needed state information, which could lead to resource leaks when the client decided to abandon the schema operation prior to completion and without informing the coordinator.

To help fix this issue, schema operation timeout detection has been moved from the schema distribution client to the coordinator, providing the coordinator with an opportunity to clean up any resources used during the schema operation. The coordinator now checks ongoing schema operations for timeout at regular intervals, and marks participants that have not yet completed a given schema operation as failed when detecting timeout. It also provides suitable warnings whenever a schema operation timeout occurs. (It should be noted that, after such a timeout is detected, the schema operation itself continues.) Additional reporting is done by printing a list of active schema operations at regular intervals whenever one or more of these operations is ongoing.

As an additional part of this work, a new mysqld option --ndb-schema-dist-timeout makes it possible to set the length of time to wait until a schema operation is marked as having timed out.

• **Disk** **data** **file** **distribution.** NDB Cluster 8.0.14, uses the MySQL data dictionary to make sure that disk data files and related constructs such as tablespaces and log file groups are correctly distributed between all connected SQL nodes.

• **Schema** **synchronization** **of** **tablespace** **objects.** When a MySQL Server connects as an SQL node to an NDB cluster, it checks its data dictionary against the information found in the NDB dictionary.

Previously, the only NDB objects synchronized on connection of a new SQL node were databases and tables; MySQL NDB Cluster 8.0 also implements schema synchronization of disk data objects including tablespaces and log file groups. Among other benefits, this eliminates the possibility of a mismatch between the MySQL data dictionary and the NDB dictionary following a native backup and restore, in which tablespaces and log file groups were restored to the NDB dictionary, but not to the MySQL Server's data dictionary.

It is also no longer possible to issue a CREATE TABLE statement that refers to a nonexistent tablespace. Such a statement now fails with an error.

• **Database** **DDL** **synchronization** **enhancements.** Work done for NDB 8.0 insures that synchronization of databases by newly joined (or rejoined) SQL nodes with those on existing SQL nodes now makes proper use of the data dictionary so that any database-level operations (CREATE DATABASE, ALTER DATABASE, or DROP DATABASE) that may have been missed by this SQL node are now correctly duplicated on it when it connects (or reconnects) to the cluster.

As part of the schema synchronization procedure performed when starting, an SQL node now compares all databases on the cluster's data nodes with those in its own data dictionary, and if any of these is found to be missing from the SQL node's data dictionary, the SQL Node installs it locally by executing a CREATE DATABASE statement. A database thus

created uses the default MySQL Server database properties (such as those as determined by character\_set\_database and collation\_database) that are in effect on this SQL node at the time the statement is executed.

• **NDB** **metadata** **change** **detection** **and** **synchronization.** NDB 8.0 implements a new mechanism for detection of updates to metadata for data objects such as tables, tablespaces, and log file groups with the MySQL data dictionary. This is done using a thread, the NDB metadata change monitor thread, which runs in the background and checks periodically for inconsistencies between the NDB dictionary and the MySQL data dictionary.

The monitor performs metadata checks every 60 seconds by default. The polling interval can be adjusted by setting the value of the ndb\_metadata\_check\_interval system variable; polling can be disabled altogether by setting the ndb\_metadata\_check system variable to OFF. The status variable Ndb\_metadata\_detected\_count shows the number of times since mysqld was last started that inconsistencies have been detected.

NDB ensures that NDB database, table, log file group, and tablespace objects submitted by the metadata change monitor thread during operations following startup are automatically checked for mismatches and synchronized by the NDB binlog thread.

NDB 8.0 adds two status variables relating to automatic synchronization: Ndb\_metadata\_synced\_count shows the number of objects synchronized automatically; Ndb\_metadata\_excluded\_count indicates the number of objects for which synchronization has failed (prior to NDB 8.0.22, this variable was named Ndb\_metadata\_blacklist\_size). In addition, you can see which objects have been synchronized by inspecting the cluster log.

Setting the ndb\_metadata\_sync system variable to true overrides any settings that have been made for ndb\_metadata\_check\_interval and ndb\_metadata\_check, causing the change monitor thread to begin continuous metadata change detection.

In NDB 8.0.22 and later, setting ndb\_metadata\_sync to true clears the list of objects for which synchronization has failed previously, which means it is no longer necessary to discover individual tables or to re-trigger synchronization by reconnecting the SQL node to the cluster. In addition, setting this variable to false clears the list of objects waiting to be retried.

Beginning with NDB 8.0.21, more detailed information about the current state of automatic synchronization than can be obtained from log messages or status variables is provided by two new tables added to the MySQL Performance Schema. The tables are listed here:

• ndb\_sync\_pending\_objects: Contains information about database objects for which mismatches have been detected between the NDB dictionary and the MySQL data dictionary (and which have not been excluded from automatic synchronization).

• ndb\_sync\_excluded\_objects: Contains information about NDB database objects which have been excluded because they cannot be synchronized between the NDB dictionary and the MySQL data dictionary, and thus require manual intervention.

A row in one of these tables provides the database object's parent schema, name, and type. Types of objects include schemas, tablespaces, log file groups, and tables. (If the
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These tables are present only if NDBCLUSTER storage engine support is enabled. For more information about these tables, see Section 27.12.12, “Performance Schema NDB Cluster Tables” .

• **Changes** **in** **NDB** **table** **extra** **metadata.** The extra metadata property of an NDB table is used for storing serialized metadata from the MySQL data dictionary, rather than storing the binary representation of the table as in previous versions. (This was a .frm file, no longer used by the MySQL Server—see Chapter 14, *MySQL* *Data* *Dictionary*.) As part of the work to support this change, the available size of the table's extra metadata has been increased. This means that NDB tables created in NDB Cluster 8.0 are not compatible with previous NDB Cluster releases. Tables created in previous releases can be used with NDB 8.0, but cannot be opened afterwards by an earlier version.

This metadata is accessible using the NDB API methods [getExtraMetadata()](https://dev.mysql.com/doc/ndbapi/en/ndb-table.html#ndb-table-getextrametadata) and [setExtraMetadata()](https://dev.mysql.com/doc/ndbapi/en/ndb-table.html#ndb-table-setextrametadata).

For more information, see [Section 23.3.7, “Upgrading and Downgrading NDB Cluster”](#_bookmark75) .

• **On-the-fly** **upgrades** **of** **tables** **using** **.frm** **files.** A table created in NDB 7.6 and earlier contains metadata in the form of a compressed .frm file, which is no longer supported in MySQL 8.0. To facilitate online upgrades to NDB 8.0, NDB performs on-the-fly translation of this metadata and writes it into the MySQL Server's data dictionary, which enables the mysqld in NDB Cluster 8.0 to work with the table without preventing subsequent use of the table by a previous version of the NDB software.

**Important**

Once a table's structure has been modified in NDB 8.0, its metadata is stored using the data dictionary, and it can no longer be accessed by NDB 7.6 and earlier.

This enhancement also makes it possible to restore an NDB backup made using an earlier version to a cluster running NDB 8.0 (or later).

• **Metadata** **consistency** **check** **error** **logging.** As part of work previously done in NDB 8.0, the metadata check performed as part of auto-synchronization between the representation of an NDB table in the NDB dictionary and its counterpart in the MySQL data dictionary includes the table's name, storage engine, and internal ID. Beginning with NDB 8.0.23, the range of properties checked is expanded to include properties of the following data objects:

• Columns

• Indexes

• Foreign keys

In addition, details of any mismatches in metadata properties are now written to the MySQL server error log. The formats used for the error log messages differ slightly depending on whether the discrepancy is found on the table level or on the level of a column, index, or foreign key. The format for a log error resulting from a table-level property mismatch is shown here, where *property* is the property name, *ndb\_value* is the property value as stored in the

NDB dictionary, and *mysqld\_value* is the value of the property as stored in the MySQL data dictionary:

*property*' detected, '*ndb\_value*' != '*mysqld\_value*'

|  |  |
| --- | --- |
| Diff | in ' |

For mismatches in properties of columns, indexes, and foreign keys, the format is as follows, where *obj\_type* is one of column, index, or foreign key, and *obj\_name* is the name of the object:

Diff in *obj\_type* '*obj\_name*.*property*' detected, '*ndb\_value* ' != '*mysqld\_value* '

Metadata checks are performed during automatic synchronization of NDB tables when they are

installed in the data dictionary of any mysqld acting as an SQL node in an NDB Cluster. If the

mysqld is debug-compiled, checks are also made whenever a CREATE TABLE statement is executed, and whenever an NDB table is opened.

• **Synchronization** **of** **user** **privileges** **with** **NDB\_STORED\_USER.** A new mechanism for sharing and synchronizing users, roles, and privileges between SQL nodes is available in NDB 8.0, using the NDB\_STORED\_USER privilege. Distributed privileges as implemented in NDB 7.6 and earlier (see [Distributed Privileges Using Shared Grant Tables](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-privilege-distribution.html)) are no longer supported.

Once a user account is created on an SQL node, the user and its privileges can be stored in NDB and thus shared between all SQL nodes in the cluster by issuing a GRANT statement such as this one:

GRANT NDB\_STORED\_USER ON \*.\* TO 'jon'@'localhost';

NDB\_STORED\_USER always has global scope and must be granted using ON \*.\*. System reserved accounts such as mysql.session@localhost or mysql.infoschema@localhost cannot be assigned this privilege.

Roles can also be shared between SQL nodes by issuing the appropriate GRANT NDB\_STORED\_USER statement. Assigning such a role to a user does not cause the user to be shared; the NDB\_STORED\_USER privilege must be granted to each user explicitly.

A user or role having NDB\_STORED\_USER, along with its privileges, is shared with all SQL nodes as soon as they join a given NDB Cluster. It is possible to make such changes from any connected SQL node, but recommended practice is to do so from a designated SQL node only, since the order of execution of statements affecting privileges from different SQL nodes cannot be guaranteed to be the same on all SQL nodes.

Prior to NDB 8.0.27, changes to the privileges of a user or role were synchronized immediately with all connected SQL nodes. Beginning with MySQL 8.0.27, an SQL node takes a global read lock when updating privileges, which keeps concurrent changes executed by multiple SQL nodes from causing a deadlock.

**Implications** **for** **upgrades.** Due to changes in the MySQL server's privilege system (see Section 6.2.3, “Grant Tables”), privilege tables using the NDB storage engine do not function correctly in NDB 8.0. It is safe but not necessary to retain such privilege tables created in NDB 7.6 or earlier, but they are no longer used for access control. In NDB 8.0, a mysqld acting as an SQL node and detecting such tables in NDB writes a warning to the MySQL server log, and creates InnoDB shadow tables local to itself; such shadow tables are created on each MySQL server connected to the cluster. When performing an upgrade from NDB 7.6 or earlier, the privilege tables using NDB can be removed safely using ndb\_drop\_table once all MySQL servers acting as SQL nodes have been upgraded (see [Section 23.3.7, “Upgrading and Downgrading NDB Cluster”](#_bookmark75)).

The ndb\_restore utility's --restore-privilege-tables option is deprecated but continues to be honored in NDB 8.0, and can still be used to restore distributed privilege tables present in a

backup taken from a previous release of NDB Cluster to a cluster running NDB 8.0. These tables are handled as described in the preceding paragraph.

Shared users and grants are stored in the ndb\_sql\_metadata table, which ndb\_restore by default does not restore in NDB 8.0; you can specify the --include-stored-grants option to cause it to do so.

See Section 23.6.13, “Privilege Synchronization and NDB\_STORED\_USER” , for more information.

• **INFORMATION\_SCHEMA** **changes.** The following changes are made in the display of information regarding Disk Data files in the Information Schema FILES table:

• Tablespaces and log file groups are no longer represented in the FILES table. (These constructs are not actually files.)

• Each data file is now represented by a single row in the FILES table. Each undo log file is also now represented in this table by one row only. (Previously, a row was displayed for each copy of each of these files on each data node.)

In addition, INFORMATION\_SCHEMA tables are now populated with tablespace statistics for MySQL Cluster tables. (Bug #27167728)

• **Error** **information** **with** **ndb\_perror.** The deprecated --ndb option for perror has been removed. Instead, use ndb\_perror to obtain error message information from NDB error codes. (Bug #81704, Bug #81705, Bug #23523926, Bug #23523957)

• **Condition** **pushdown** **enhancements.** Previously, condition pushdown was limited to predicate terms referring to column values from the same table to which the condition was being pushed. In NDB 8.0, this restriction is removed such that column values from tables earlier in the query plan can also be referred to from pushed conditions. NDB 8.0 supports joins comparing column expressions, as well as comparisons between columns in the same table. Columns and column expressions to be compared must be of exactly the same type; this means they must also be of the same signedness, length, character set, precision, and scale, whenever these attributes apply. Conditions being pushed could not be part of pushed joins prior to NDB 8.0.27, when this restriction is lifted.

Pushing down larger parts of a condition allows more rows to be filtered out by the data nodes, thereby reducing the number of rows which mysqld must handle during join processing. Another benefit of these enhancements is that filtering can be performed in parallel in the LDM threads, rather than in a single mysqld process on an SQL node; this has the potential to improve query performance significantly.

Existing rules for type compatibility between column values being compared continue to apply (see Section 8.2.1.5, “Engine Condition Pushdown Optimization”).

**Pushdown** **of** **outer** **joins** **and** **semijoins.** Work done in NDB 8.0.20 allows many outer joins and semijoins, and not only those using a primary key or unique key lookup, to be pushed down to the data nodes (see Section 8.2.1.5, “Engine Condition Pushdown Optimization”).

Outer joins using scans which can now be pushed include those which meet the following conditions:

• There are no unpushed conditions on the table

• There are no unpushed conditions on other tables in the same join nest, or in upper join nests on which it depends

• All other tables in the same join nest, or in upper join nests on which it depends, are also pushed

A semijoin that uses an index scan can now be pushed if it meets the conditions just noted for a pushed outer join, and it uses the firstMatch strategy (see Section 8.2.2.1, “Optimizing IN and EXISTS Subquery Predicates with Semijoin Transformations” ).

These additional improvements are made in NDB 8.0.21:

• Antijoins produced by the MySQL Optimizer through the transformation of NOT EXISTS and NOT IN queries (see Section 8.2.2.1, “Optimizing IN and EXISTS Subquery Predicates with Semijoin Transformations” ) can be pushed down to the data nodes by NDB.

This can be done when there is no unpushed condition on the table, and the query fulfills any other conditions which must be met for an outer join to be pushed down.

• NDB attempts to identify and evaluate a non-dependent scalar subquery before trying to retrieve any rows from the table to which it is attached. When it can do so, the value obtained is used as part of a pushed condition, instead of using the subquery which provided the value.

Beginning with NDB 8.0.27, conditions pushed as part of a pushed query can now refer to columns from ancestor tables within the same pushed query, subject to the following conditions:

• Pushed conditions may include any of the comparison operators <, <=, >, >=, =, and <>.

• Values being compared must be of the same type, including length, precision, and scale.

• NULL handling is performed according to the comparison semantics specified by the ISO SQL standard; any comparison with NULL returns NULL.

Consider the table created using the statement shown here:

CREATE TABLE t (

x INT PRIMARY KEY,

y INT

) ENGINE=NDB;

A query such as SELECT \* FROM t AS m JOIN t AS n ON m.x >= n.y can now use the engine condition pushdown optimization to push down the condition column y.

When a join cannot be pushed, EXPLAIN should provide the reason or reasons. See Section 8.2.1.5, “Engine Condition Pushdown Optimization” , for more information.

The NDB API methods [branch\_col\_eq\_param()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-eq-param), [branch\_col\_ne\_param()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-ne-param), [branch\_col\_lt\_param()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-lt-param), [branch\_col\_le\_param()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-le-param), [branch\_col\_gt\_param()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-gt-param), and [branch\_col\_ge\_param()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-ge-param) were added in NDB 8.0.27 as part of this work. These [NdbInterpretedCode](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html) can be used to compare column values with values of parameters.

In addition, [NdbScanFilter::cmp\_param()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbscanfilter.html#ndb-ndbscanfilter-cmp-param), also added in NDB 8.0.27, makes it possible to define comparisons between column values and parameter values for use in performing scans.

• **Increase** **in** **maximum** **row** **size.** NDB 8.0 increases the maximum number of bytes that can be stored in an NDBCLUSTER table from 14000 to 30000 bytes.

A BLOB or TEXT column continues to use 264 bytes of this total, as before.

The maximum offset for a fixed-width column of an NDB table is 8188 bytes; this is also unchanged from previous releases.

See [Section 23.2.7.5, “Limits Associated with Database Objects in NDB Cluster”](#_bookmark92) , for more information.

• **ndb\_mgm** **SHOW** **command** **and** **single** **user** **mode.** In NDB 8.0, when the cluster in single user mode, the output of the management client SHOW command indicates which API or SQL node has exclusive access while this mode is in effect.

• **Online** **column** **renames.** Columns of NDB tables can now be renamed online, using ALGORITHM=INPLACE. See Section 23.6.12, “Online Operations with ALTER TABLE in NDB Cluster” , for more information.

• **Improved** **ndb\_mgmd** **startup** **times.** Start times for management nodes daemon have been significantly improved in NDB 8.0, in the following ways:

• Due to replacing the list data structure formerly used by ndb\_mgmd for handling node properties from configuration data with a hash table, overall startup times for the management server have been decreased by a factor of 6 or more.

• In addition, in cases where data and SQL node host names not present in the management

server's hosts file are used in the cluster configuration file, ndb\_mgmd start times can be up to 20 times shorter than was previously the case.

• **NDB** **API** **enhancements.** [NdbScanFilter::cmp()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbscanfilter.html#ndb-ndbscanfilter-cmp) and several comparison methods of [NdbInterpretedCode](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html) can now be used to compare table column values with each other. The affected NdbInterpretedCode methods are listed here:

• [branch\_col\_eq()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-eq)

• [branch\_col\_ge()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-ge)

• [branch\_col\_gt()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-gt)

• [branch\_col\_le()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-le)

• [branch\_col\_lt()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-lt)

• [branch\_col\_ne()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbinterpretedcode.html#ndb-ndbinterpretedcode-branch-col-ne)

For all of the methods just listed, table column values to be compared much be of exactly matching types, including with respect to length, precision, signedness, scale, character set, and collation, as applicable.

See the descriptions of the individual API methods for more information.

• **Offline** **multithreaded** **index** **builds.** It is now possible to specify a set of cores to be used for I/O threads performing offline multithreaded builds of ordered indexes, as opposed to normal I/O

duties such as file I/O， compression， or decompression. “Offline” in this context refers to building of ordered indexes performed when the parent table is not being written to; such building takes place when an NDB cluster performs a node or system restart, or as part of restoring a cluster from backup using ndb\_restore --rebuild-indexes.

In addition, the default behavior for offline index build work is modified to use all cores available to ndbmtd, rather limiting itself to the core reserved for the I/O thread. Doing so can improve restart and restore times and performance, availability, and the user experience.

This enhancement is implemented as follows:

1. The default value for BuildIndexThreads is changed from 0 to 128. This means that offline ordered index builds are now multithreaded by default.

2. The default value for TwoPassInitialNodeRestartCopy is changed from false to true. This means that an initial node restart first copies all data from a “live” node to one that is starting —without creating any indexes—builds ordered indexes offline, and then again synchronizes its data with the live node, that is, synchronizing twice and building indexes offline between the two

synchronizations. This causes an initial node restart to behave more like the normal restart of a node, and reduces the time required for building indexes.

3. A new thread type (idxbld) is defined for the ThreadConfig configuration parameter, to allow locking of offline index build threads to specific CPUs.

In addition, NDB now distinguishes the thread types that are accessible to ThreadConfig by these two criteria:

1. Whether the thread is an execution thread. Threads of types main, ldm, recv, rep, tc, and send are execution threads; thread types io, watchdog, and idxbld are not.

2. Whether the allocation of the thread to a given task is permanent or temporary. Currently all thread types except idxbld are permanent.

For additional information, see the descriptions of the indicated parameters in the Manual. (Bug #25835748, Bug #26928111)

• **logbuffers** **table** **backup** **process** **information.** When performing an NDB backup, the ndbinfo.logbuffers table now displays information regarding buffer usage by the backup process on each data node. This is implemented as rows reflecting two new log types in addition to REDO and DD-UNDO. One of these rows has the log type BACKUP-DATA, which shows the amount of data buffer used during backup to copy fragments to backup files. The other row has the log type BACKUP-LOG, which displays the amount of log buffer used during the backup to record changes made after the backup has started. One each of these log\_type rows is shown in the logbuffers table for each data node in the cluster. Rows having these two log types are present in the table only while an NDB backup is currently in progress. (Bug #25822988)

• **ndbinfo.processes** **table** **on** **Windows.** The process ID of the monitor process used on Windows platforms by RESTART to spawn and restart a mysqld is now shown in the processes table as an angel\_pid.

• **String** **hashing** **improvements.** Prior to NDB 8.0, all string hashing was based on first transforming the string into a normalized form, then MD5-hashing the resulting binary image. This could give rise to some performance problems, for the following reasons:

• The normalized string is always space padded to its full length. For a VARCHAR, this often involved adding more spaces than there were characters in the original string.

• The string libraries were not optimized for this space padding, which added considerable overhead in some use cases.

• The padding semantics varied between character sets, some of which were not padded to their full length.

• The transformed string could become quite large, even without space padding; some Unicode 9.0 collations can transform a single code point into 100 bytes or more of character data.

• Subsequent MD5 hashing consisted mainly of padding with spaces, and was not particularly efficient, possibly causing additional performance penalties by flushing significant portions of the L1 cache.

A collation provides its own hash function, which hashes the string directly without first creating a normalized string. In addition, for a Unicode 9.0 collation, the hash is computed without padding. NDB now takes advantage of this built-in function whenever hashing a string identified as using a Unicode 9.0 collation.

Since, for other collations, there are existing databases which are hash partitioned on the transformed string, NDB continues to employ the previous method for hashing strings that use these, to maintain compatibility. (Bug #89590, Bug #89604, Bug #89609, Bug #27515000, Bug #27523758, Bug #27522732)
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• It is no longer guaranteed to be synchronous; that is, it is now possible that a read coming immediately before RESET MASTER is issued may not be logged until after the binary log has been rotated.

• It now behaves in exactly the same fashion, whether the statement is issued on the same SQL node that is writing the binary log, or on a different SQL node in the same cluster.

**Note**

SHOW BINLOG EVENTS, FLUSH LOGS, and most data definition statements continue, as they did in previous NDB versions, to operate in a synchronous fashion.

• **ndb\_restore** **option** **usage.** The --nodeid and --backupid options are now both required when invoking ndb\_restore.

• **ndb\_log\_bin** **default.** NDB 8.0 changes the default value of the ndb\_log\_bin system variable

from TRUE to FALSE.

• **Dynamic** **transactional** **resource** **allocation.** Allocation of resources in the transaction coordinator is now performed using dynamic memory pools. This means that resource allocation determined by data node configuration parameters such as [MaxDMLOperationsPerTransaction](#_bookmark93), [MaxNoOfConcurrentIndexOperations](#_bookmark94), [MaxNoOfConcurrentOperations](#_bookmark95), [MaxNoOfConcurrentScans](#_bookmark96), [MaxNoOfConcurrentTransactions](#_bookmark97), [MaxNoOfFiredTriggers](#_bookmark98), [MaxNoOfLocalScans](#_bookmark99), and [TransactionBufferMemory](#_bookmark100) is now done in such a way that, if the load represented by each of these parameters is within the target load for all such resources, others of these resources can be limited so as not to exceed the total resources available.

As part of this work, several new data node parameters controlling transactional resources in [DBTC](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-kernel-blocks-dbtc.html), listed here, have been added:

• [ReservedConcurrentIndexOperations](#_bookmark101)

• [ReservedConcurrentOperations](#_bookmark102)

• [ReservedConcurrentScans](#_bookmark103)

• [ReservedConcurrentTransactions](#_bookmark104)

• [ReservedFiredTriggers](#_bookmark105)

• [ReservedLocalScans](#_bookmark106)

• [ReservedTransactionBufferMemory](#_bookmark107).

See the descriptions of the parameters just listed for further information.

• **Backups** **using** **multiple** **LDMs** **per** **data** **node.** NDB backups can now be performed in a parallel fashion on individual data nodes using multiple local data managers (LDMs). (Previously, backups were done in parallel across data nodes, but were always serial within data node processes.) No special syntax is required for the START BACKUP command in the ndb\_mgm client to enable this feature, but all data nodes must be using multiple LDMs. This means that data nodes must be running ndbmtd (ndbd is single-threaded and thus always has only one LDM) and they must be configured to use multiple LDMs before taking the backup; you can do this by

choosing an appropriate setting for one of the multi-threaded data node configuration parameters MaxNoOfExecutionThreads or ThreadConfig.

Backups using multiple LDMs create subdirectories, one per LDM, under the BACKUP/

BACKUP-*backup\_id*/ directory. ndb\_restore now detects these subdirectories automatically, and if they exist, attempts to restore the backup in parallel; see Section 23.5.23.3, “Restoring from a backup taken in parallel” , for details. (Single-threaded backups are restored as in previous versions of NDB.) It is also possible to restore backups taken in parallel using an ndb\_restore binary from a previous version of NDB Cluster by modifying the usual restore procedure; Restoring a parallel backup serially, provides information on how to do this.

You can force the creation of single-threaded backups by setting the EnableMultithreadedBackup data node parameter to 0 for all data nodes in the [ndbd default] section of the cluster's global configuration file (config.ini).

• **Binary** **configuration** **file** **enhancements.** NDB 8.0 uses a new format for the management server's binary configuration file. Previously, a maximum of 16381 sections could appear in the cluster configuration file; now the maximum number of sections is 4G. This is intended to support larger numbers of nodes in a cluster than was possible before this change.

Upgrades to the new format are relatively seamless, and should seldom if ever require manual intervention, as the management server continues to be able to read the old format without issue. A downgrade from NDB 8.0 to an older version of the NDB Cluster software requires manual removal of any binary configuration files or, alternatively, starting the older management server binary with the --initial option.

For more information, see [Section 23.3.7, “Upgrading and Downgrading NDB Cluster”](#_bookmark75) .

• **Increased** **number** **of** **data** **nodes.** NDB 8.0 increases the maximum number of data nodes supported per cluster to 144 (previously, this was 48). Data nodes can now use node IDs in the range 1 to 144, inclusive.

Previously, the recommended node IDs for management nodes were 49 and 50. These are still supported for management nodes, but using them as such limits the maximum number of data nodes to 142; for this reason, it is now recommended that node IDs 145 and 146 are used for management nodes.

As part of this work, the format used for the data node sysfile has been updated to version 2. This file records information such as the last global checkpoint index, restart status, and node group membership of each node (see [NDB Cluster Data Node File System Directory](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-ndbd-filesystemdir-files.html)).

• **RedoOverCommitCounter** **and** **RedoOverCommitLimit** **changes.** Due to ambiguities in the semantics for setting them to 0, the minimum value for each of the data node configuration parameters RedoOverCommitCounter and RedoOverCommitLimit has been increased to 1.

• **ndb\_autoincrement\_prefetch\_sz** **changes.** The default value of the ndb\_autoincrement\_prefetch\_sz server system variable is increased to 512.

• **Changes** **in** **parameter** **maximums** **and** **defaults.** NDB 8.0 makes the following changes in configuration parameter maximum and default values:

• The maximum for [DataMemory](#_bookmark108) is increased to 16 terabytes.

• The maximum for DiskPageBufferMemory is also increased to 16 terabytes.

• The default value for [StringMemory](#_bookmark109) is increased to 25%.

• The default for [LcpScanProgressTimeout](#_bookmark110) is increased to 180 seconds.

• **Disk** **Data** **checkpointing** **improvements.** NDB Cluster 8.0 provides a number of new enhancements which help to reduce the latency of checkpoints of Disk Data tables and tablespaces
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• Avoiding bursts of checkpoint disk writes

• Speeding up checkpoints for disk data tablespaces when the redo log or the undo log becomes full

• Balancing checkpoints to disk and in-memory checkpoints against one other, when necessary

• Protecting disk devices from overload to help ensure low latency under high loads

As part of this work, two data node configuration parameters have been added. MaxDiskDataLatency places a ceiling on the degree of latency permitted for disk access and causes transactions taking longer than this length of time to be aborted. DiskDataUsingSameDisk makes it possible to take advantage of housing Disk Data tablespaces on separate disks by increasing the rate at which checkpoints of such tablespaces can be performed.

In addition, three new tables in the ndbinfo database provide information about Disk Data performance:

• The diskstat table reports on writes to Disk Data tablespaces during the past second

• The diskstats\_1sec table reports on writes to Disk Data tablespaces for each of the last 20 seconds

• The pgman\_time\_track\_stats table reports on the latency of disk operations relating to Disk Data tablespaces

• **Memory** **allocation** **and** **TransactionMemory.** A new [TransactionMemory](#_bookmark111) parameter simplifies allocation of data node memory for transactions as part of the work done to pool transactional and Local Data Manager (LDM) memory. This parameter is intended to replace several older transactional memory parameters which have been deprecated.

Transaction memory can now be set in any of the three ways listed here:

• Several configuration parameters are incompatible with [TransactionMemory](#_bookmark111). If any of these are set, TransactionMemory cannot be set (see [Parameters incompatible with TransactionMemory](#_bookmark112)), and the data node's transaction memory is determined as it was previous to NDB 8.0.

**Note**

Attempting to set TransactionMemory and any of these parameters concurrently in the config.ini file prevents the management server from starting.

• If TransactionMemory is set, this value is used for determining transaction memory. TransactionMemory cannot be set if any of the incompatible parameters mentioned in the previous item have also been set.

• If none of the incompatible parameters are set and TransactionMemory is also not set, transaction memory is set by NDB.

For more information, see the description of [TransactionMemory](#_bookmark111), as well as Section 23.4.3.13, “Data Node Memory Management” .

• **Support** **for** **additional** **fragment** **replicas.** NDB 8.0 increases the maximum number of fragment replicas supported in production from two to four. (Previously, it was possible to set [NoOfReplicas](#_bookmark85) to 3 or 4, but this was not officially supported or verified in testing.)

• **Restoring** **by** **slices.** Beginning with NDB 8.0.20, it is possible to divide a backup into roughly equal portions (slices) and to restore these slices in parallel using two new options implemented for ndb\_restore:

• --num-slices determines the number of slices into which the backup should be divided.

• --slice-id provides the ID of the slice to be restored by the current instance of ndb\_restore.

This makes it possible to employ multiple instances of ndb\_restore to restore subsets of the backup in parallel, potentially reducing the amount of time required to perform the restore operation.

For more information, see the description of the ndb\_restore --num-slices option.

• **Read** **from** **any** **fragment** **replica** **enabled.** Read from any fragment replica is enabled by default for all NDB tables. This means that the default value for the ndb\_read\_backup system variable is now ON, and that the value of the NDB\_TABLE comment option READ\_BACKUP is 1 when creating a new NDB table. Enabling read from any fragment replica significantly improves performance for reads from NDB tables, with minimal impact on writes.

For more information, see the description of the ndb\_read\_backup system variable, and Section 13.1.20.12, “Setting NDB Comment Options” .

• **ndb\_blob\_tool** **enhancements.** Beginning with NDB 8.0.20, the ndb\_blob\_tool utility can detect missing blob parts for which inline parts exist and replace these with placeholder blob parts (consisting of space characters) of the correct length. To check whether there are missing blob parts, use the --check-missing option with this program. To replace any missing blob parts with placeholders, use the --add-missing option.

For more information, see Section 23.5.6, “ndb\_blob\_tool — Check and Repair BLOB and TEXT columns of NDB Cluster Tables” .

• **ndbinfo** **versioning.** NDB 8.0.20 and later supports versioning for ndbinfo tables, and maintains the current definitions for its tables internally. At startup, NDB compares its supported ndbinfo version with the version stored in the data dictionary. If the versions differ, NDB drops any old ndbinfo tables and recreates them using the current definitions.

• **Support** **for** **Fedora** **Linux.** Beginning with NDB 8.0.20, Fedora Linux is a supported platform for NDB Cluster Community releases and can be installed using the RPMs supplied for this purpose by Oracle. These can be obtained from the [NDB Cluster downloads page](https://dev.mysql.com/downloads/cluster/).

• **NDB** **programs—** **NDBT** **dependency** **removal.** The dependency of a number of NDB utility programs on the NDBT library has been removed. This library is used internally for development, and is not required for normal use; its inclusion in these programs could lead to unwanted issues when testing.

Affected programs are listed here, along with the NDB versions in which the dependency was removed:

• ndb\_restore

• ndb\_delete\_all

• ndb\_show\_tables (NDB 8.0.20)

• ndb\_waiter (NDB 8.0.20)

The principal effect of this change for users is that these programs no longer print NDBT\_ProgramExit - *status* following completion of a run. Applications that depend upon such behavior should be updated to reflect the change when upgrading to the indicated versions.

• **Foreign** **keys** **and** **lettercasing.** [NDB](#_bookmark58) stores the names of foreign keys using the case with which they were defined. Formerly, when the value of the lower\_case\_table\_names system

variable was set to 0, it performed case-sensitive comparisons of foreign key names as used in SELECT and other SQL statements with the names as stored. Beginning with NDB 8.0.20, such comparisons are now always performed in a case-insensitive fashion, regardless of the value of lower\_case\_table\_names.

• **Multiple** **transporters.** NDB 8.0.20 introduces support for multiple transporters to handle node-to-node communication between pairs of data nodes. This facilitates higher rates of update operations for each node group in the cluster, and helps avoid constraints imposed by system or other limitations on inter-node communications using a single socket.

By default, NDB now uses a number of transporters based on the number of local data management (LDM) threads or the number of transaction coordinator (TC) threads, whichever is greater. By default, the number of transporters is equal to half of this number. While the default should perform well for most workloads, it is possible to adjust the number of transporters employed by each node group by setting the [NodeGroupTransporters](#_bookmark113) data node configuration parameter (also introduced in NDB 8.0.20), up a maximum of the greater of the number of LDM threads or the number of TC threads. Setting it to 0 causes the number of transporters to be the same as the number of LDM threads.

• **ndb\_restore:** **primary** **key** **schema** **changes.** NDB 8.0.21 (and later) supports different primary key definitions for source and target tables when restoring an NDB native backup with ndb\_restore when it is run with the --allow-pk-changes option. Both increasing and decreasing the number of columns making up the original primary key are supported.

When the primary key is extended with an additional column or columns, any columns added must be defined as NOT NULL, and no values in any such columns may be changed during the time that the backup is being taken. Because some applications set all column values in a row when updating it, whether or not all values are actually changed, this can cause a restore operation to fail even if no values in the column to be added to the primary key have changed. You can override this behavior using the --ignore-extended-pk-updates option also added in NDB 8.0.21; in this case, you must ensure that no such values are changed.

A column can be removed from the table's primary key whether or not this column remains part of the table.

For more information, see the description of the --allow-pk-changes option for ndb\_restore.

• **Merging** **backups** **with** **ndb\_restore.** In some cases, it may be desirable to consolidate data originally stored in different instances of NDB Cluster (all using the same schema) into a single target NDB Cluster. This is now supported when using backups created in the ndb\_mgm client (see Section 23.6.8.2, “Using The NDB Cluster Management Client to Create a Backup”) and restoring them with ndb\_restore, using the --remap-column option added in NDB 8.0.21 along with -- restore-data (and possibly additional compatible options as needed or desired). --remap- column can be employed to handle cases in which primary and unique key values are overlapping between source clusters, and it is necessary that they do not overlap in the target cluster, as well as to preserve other relationships between tables such as foreign keys.

--remap-column takes as its argument a string having the format *db*.*tbl*.*col*:*fn*:*args*, where *db*, *tbl*, and *col* are, respectively, the names of the database, table, and column, *fn* is the name of a remapping function, and *args* is one or more arguments to *fn*. There is no default value. Only offset is supported as the function name, with *args* as the integer offset to be applied to the value of the column when inserting it into the target table from the backup. This column must be one of INT or BIGINT; the allowed range of the offset value is the same as the signed version of that type (this allows the offset to be negative if desired).

The new option can be used multiple times in the same invocation of ndb\_restore, so that you can remap to new values multiple columns of the same table, different tables, or both. The offset value does not have to be the same for all instances of the option.

In addition, two new options are provided for ndb\_desc, also beginning in NDB 8.0.21:

• --auto-inc (short form -a): Includes the next auto-increment value in the output, if the table has an AUTO\_INCREMENT column.

• --context (short form -x): Provides extra information about the table, including the schema, database name, table name, and internal ID.

For more information and examples, see the description of the --remap-column option.

• **Send** **thread** **improvements.** As of NDB 8.0.20, each send thread now handles sends to a subset of transporters, and each block thread now assists only one send thread, resulting in more send threads, and thus better performance and data node scalability.

• **Adaptive** **spin** **control** **using** **SpinMethod.** A simple interface for setting up adaptive CPU spin on platforms supporting it, using the SpinMethod data node parameter. This parameter (added in NDB 8.0.20, functional beginning with NDB 8.0.24) has four settings, one each for static spinning, cost-based adaptive spinning, latency-optimized adaptive spinning, and adaptive spinning optimized for database machines on which each thread has its own CPU. Each of these settings causes the data node to use a set of predetermined values for one or more spin parameters which enable adaptive spinning, set spin timing, and set spin overhead, as appropriate to a given scenario, thus obviating the need to set these directly for common use cases.

For fine-tuning spin behavior, it is also possible to set these and additional spin parameters directly, using the existing SchedulerSpinTimer data node configuration parameter as well as the following [DUMP](https://dev.mysql.com/doc/ndb-internals/en/dump-commands.html) commands in the ndb\_mgm client:

• [DUMP 104000 (SetSchedulerSpinTimerAll)](https://dev.mysql.com/doc/ndb-internals/en/dump-command-104000.html): Sets spin time for all threads

• [DUMP 104001 (SetSchedulerSpinTimerThread)](https://dev.mysql.com/doc/ndb-internals/en/dump-command-104001.html): Sets spin time for a specified thread

• [DUMP 104002 (SetAllowedSpinOverhead)](https://dev.mysql.com/doc/ndb-internals/en/dump-command-104002.html): Sets spin overhead as the number of units of CPU time allowed to gain 1 unit of latency

• [DUMP 104003 (SetSpintimePerCall)](https://dev.mysql.com/doc/ndb-internals/en/dump-command-104003.html): Sets the time for a call to spin

• [DUMP 104004 (EnableAdaptiveSpinning)](https://dev.mysql.com/doc/ndb-internals/en/dump-command-104004.html): Enables or disables adaptive spinning

NDB 8.0.20 also adds a new TCP configuration parameter TcpSpinTime which sets the time to spin for a given TCP connection.

The ndb\_top tool is also enhanced to provide spin time information per thread.

For additional information, see the description of the SpinMethod parameter, the listed DUMP commands, and Section 23.5.29, “ndb\_top — View CPU usage information for NDB threads” .

• **Disk** **Data** **and** **cluster** **restarts.** Beginning with NDB 8.0.21, an initial restart of the cluster forces the removal of all Disk Data objects such as tablespaces and log file groups, including any data files and undo log files associated with these objects.

See Section 23.6.11, “NDB Cluster Disk Data Tables” , for more information.

• **Disk** **Data** **extent** **allocation.** Beginning with NDB 8.0.20, allocation of extents in data files is done in a round-robin fashion among all data files used by a given tablespace. This is expected to

improve distribution of data in cases where multiple storage devices are used for Disk Data storage.

For more information, see Section 23.6. 11. 1, “NDB Cluster Disk Data Objects” .

• **--ndb-log-fail-terminate** **option.** Beginning with NDB 8.0.21, you can cause the SQL node to terminate whenever it is unable to log all row events fully. This can be done by starting mysqld with the --ndb-log-fail-terminate option.

• **AllowUnresolvedHostNames** **parameter.** By default, a management node refuses to start when it cannot resolve a host name present in the global configuration file, which can be problematic in some environments such as Kubernetes. Beginning with NDB 8.0.22, it is possible to override this behavior by setting AllowUnresolvedHostNames to true in the [tcp default] section of the cluster global configuration file (config.ini file). Doing so causes such errors to be treated as warnings instead, and to permit ndb\_mgmd to continue starting

• **Blob** **write** **performance** **enhancements.** NDB 8.0.22 implements a number of improvements which allow more efficient batching when modifying multiple blob columns in the same row, or when modifying multiple rows containing blob columns in the same statement, by reducing the number of round trips required between an SQL or other API node and the data nodes when applying these modifications. The performance of many INSERT, UPDATE, and DELETE statements can thus be improved. Examples of such statements are listed here, where *table* is an NDB table containing one or more Blob columns:

• INSERT INTO *table* VALUES ROW(1, *blob\_value1*, *blob\_value2*, ...), that is, insertion of a row containing one or more Blob columns

• INSERT INTO *table* VALUES ROW(1, *blob\_value1*), ROW(2, *blob\_value2*), ROW(3, *blob\_value3*), ..., that is, insertion of multiple rows containing one or more Blob columns

• UPDATE *table* SET *blob\_column1* = *blob\_value1*, *blob\_column2* = *blob\_value2*, ...

• UPDATE *table* SET *blob\_column* = *blob\_value* WHERE *primary\_key\_column* in (*value\_list*), where the primary key column is not a Blob type

• DELETE FROM *table* WHERE *primary\_key\_column* = *value*, where the primary key column is not a Blob type

• DELETE FROM *table* WHERE *primary\_key\_column* IN (*value\_list*), where the primary key column is not a Blob type

Other SQL statements may benefit from these improvements as well. These include LOAD DATA INFILE and CREATE TABLE ... SELECT .... In addition, ALTER TABLE *table* ENGINE = NDB, where *table* uses a storage engine other than NDB prior to execution of the statement, may also execute more efficiently.

This enhancement applies to statements affecting columns of MySQL type BLOB, MEDIUMBLOB, LONGBLOB, TEXT, MEDIUMTEXT, and LONGTEXT. Statements which update TINYBLOB or TINYTEXT columns (or both types) only are not affected by this work, and no changes in their performance should be expected.

The performance of some SQL statements is not noticeably improved by this enhancement, due to the fact that they require scans of table Blob columns, which breaks up batching. Such statements include those of the types listed here:

• SELECT FROM *table* [WHERE *key\_column* IN (*blob\_value\_list*)], where rows are selected by matching on a primary key or unique key column which uses a Blob type

• UPDATE *table* SET *blob\_column* = *blob\_value* WHERE *condition*, using a *condition* which does not depend on a unique value

• DELETE FROM *table* WHERE *condition* to delete rows containing one or more Blob columns, using a *condition* which does not depend on a unique value

• A copying ALTER TABLE statement on a table which already used the NDB storage engine prior to executing the statement, and whose rows contain one or more Blob columns before or after the statement is executed (or both)

To take advantage of this improvement to its fullest extent, you may wish to increase the values used for the --ndb-batch-size and --ndb-blob-write-batch-bytes options for mysqld, to minimize the number of round trips required to modify blobs. For replication, it is also recommended that you enable the slave\_allow\_batching system variable, which minimizes the number of round trips required by the replica cluster to apply epoch transactions.
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ndb\_replica\_batch\_size instead of --ndb-batch-size, and ndb\_replica\_blob\_write\_batch\_bytes rather than --ndb-blob- write-batch-bytes. See the descriptions of these variables, as well as Section 23.7.5, “Preparing the NDB Cluster for Replication” , for more information.

• **Node.js** **update.** Beginning with NDB 8.0.22, the NDB adapter for Node.js is built using version

12. 18.3, and only that version (or a later version of Node.js) is now supported.

• **Encrypted** **backups.** NDB 8.0.22 adds support for backup files encrypted using AES-256- CBC; this is intended to protect against recovery of data from backups that have been accessed

by unauthorized parties. When encrypted, backup data is protected by a user-supplied password. The password can be any string consisting of up to 256 characters from the range of printable ASCII characters other than !, ', ", $, %, \, and ^. Retention of the password used to encrypt any given NDB Cluster backup must be performed by the user or application; NDB does not save the password. The password can be empty, although this is not recommended.

When taking an NDB Cluster backup, you can encrypt it by using ENCRYPT PASSWORD=*password* with the management client START BACKUP command. Users of the MGM API can also initiate an encrypted backup by calling [ndb\_mgm\_start\_backup4()](https://dev.mysql.com/doc/ndbapi/en/mgm-functions-backup.html#mgm-ndb-mgm-start-backup4).

You can encrypt existing backup files using the ndbxfrm utility which is added to the NDB Cluster distribution in the 8.0.22 release; this program can also be employed for decrypting encrypted backup files. In addition, ndbxfrm can compress backup files and decompress compressed backup files using the same method that is employed by NDB Cluster for creating backups when the CompressedBackup configuration parameter is set to 1.

To restore from an encrypted backup, use ndb\_restore with the options --decrypt and --backup-password. Both options are required, along with any others that would be needed to restore the same backup if it were not encrypted. ndb\_print\_backup\_file and ndbxfrm can also read encrypted files using, respectively, -P *password* and --decrypt- password=*password*.

In all cases in which a password is supplied together with an option for encryption or decryption, the password must be quoted; you can use either single or double quotation marks to delimit the password.

Beginning with NDB 8.0.24, several NDB programs, listed here, also support input of the password from standard input, similarly to how this is done when logging in interactively with the mysql client using the --password option (without including the password on the command line):

• For ndb\_restore and ndb\_print\_backup\_file, the --backup-password-from-stdin option enables input of the password in a secure fashion, similar to how it is done by the mysql client' --password option. For ndb\_restore, use the option together with the --decrypt option; for ndb\_print\_backup\_file, use the option in place of the -P option.

• For ndb\_mgm the option --backup-password-from-stdin, is supported together with -- execute "START BACKUP [*options*]" for starting a cluster backup from the system shell.

• Two ndbxfrm options, --encrypt-password-from-stdin and --decrypt-password- from-stdin, cause similar behavior when using that program to encrypt or to decrypt a backup file.

See the descriptions of the programs just listed for more information.

It is also possible, beginning with NDB 8.0.22, to enforce encryption of backups by setting RequireEncryptedBackup=1 in the [ndbd default] section of the cluster global configuration file. When this is done, the ndb\_mgm client rejects any attempt to perform a backup that is not encrypted.

Beginning with NDB 8.0.24, you can cause ndb\_mgm to use encryption whenever it creates a backup by starting it with --encrypt-backup. In this case, the user is prompted for a password when invoking START BACKUP if none is supplied.

• **IPv6** **support.** Beginning with NDB 8.0.22, IPv6 addressing is supported for connections to management and data nodes; this includes connections between management and data nodes with SQL nodes. When configuring a cluster, you can use numeric IPv6 addresses, host names which resolve to IPv6 addresses or both.

For IPv6 addressing to work, the operating platform and network on which the cluster is deployed must support IPv6. As when using IPv4 addressing, hostname resolution to IPv6 addresses must be provided by the operating platform.

A known issue on Linux platforms when running NDB 8.0.22 and later is that the OS kernel must provide IPv6 support, even if the cluster does not use any IPv6 addresses. If you do not need and wish to disable systemwide support for IPv6, do so only after booting the system, like this:

$> **sysctl** **-w** **net.ipv6.conf.all.disable\_ipv6=1**

$> **sysctl** **-w** **net.ipv6.conf.default.disable\_ipv6=1**

Alternatively, you can add the corresponding lines to /etc/sysctl.conf.

IPv4 addressing continues to be supported by NDB. Using IPv4 and IPv6 addresses concurrently is not recommended, but can be made to work in the following cases:

• When the management node is configured with IPv6 and data nodes are configured with IPv4 addresses in the config.ini file: This works if --bind-address is not used with mgmd, and data nodes are started with --ndb-connectstring set to the IPv4 address of the management nodes.

• When the management node is configured with IPv4 and data nodes are configured with IPv6 addresses in config.ini: Similarly to the other case, this works if --bind-address is not passed to mgmd and data nodes are started with --ndb-connectstring set to the IPv6 address of the management node.

These cases work because ndb\_mgmd does not bind to any IP address by default.

To perform an upgrade from a version of NDB that does not support IPv6 addressing to one that does, provided that the network supports IPv4 and IPv6, first perform the software upgrade; after this has been done, you can update IPv4 addresses used in the config.ini file with IPv6 addresses. After this, to cause the configuration changes to take effect and to make the cluster start using the IPv6 addresses, it is necessary to perform a system restart of the cluster.

• **Auto-Installer** **deprecation** **and** **removal.** The MySQL NDB Cluster Auto-Installer web-based installation tool (ndb\_setup.py) is deprecated in NDB 8.0.22, and is removed in NDB 8.0.23 and later. It is no longer supported.
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• **ndbmemcache** **deprecation** **and** **removal.** ndbmemcache is no longer supported. ndbmemcache was deprecated in NDB 8.0.22, and removed in NDB 8.0.23.

• **ndbinfo** **backup\_id** **table.** NDB 8.0.24 adds a backup\_id table to the ndbinfo information database. This is intended to serve as a replacement for obtaining this information by using ndb\_select\_all to dump the contents of the internal SYSTAB\_0 table, which is error-prone and takes an excessively long time to perform.

This table has a single column and row containing the ID of the most recent backup of the cluster taken using the START BACKUP management client command. In the event that no backup of this cluster can be found, the table contains a single row whose column value is 0.

• **Table** **partitioning** **enhancements.** NDB 8.0.23 introduces a new method for handling table partitions and fragments, which can determine the number of local data managers (LDMs) for a given data node independently of the number of redo log parts. This means that the number of LDMs can now be highly variable. [NDB](#_bookmark58) can employ this method when the ClassicFragmentation data node configuration parameter, also implemented in NDB 8.0.23, is set to false; when this is the case, the number of LDMs is no longer used to determine how many partitions to create for a table per data node, and the value of the PartitionsPerNode parameter (also introduced in NDB 8.0.23) determines this number instead, which is also used for calculating the number of fragments used for a table.

When ClassicFragmentation has its default value true, then the traditional method of using the number of LDMs is used to determine the number of fragments that a table should have.

For more information, see the descriptions of the new parameters referenced previously, in Multi- Threading Configuration Parameters (ndbmtd).

• **Terminology** **updates.** To align with work begun in MySQL 8.0.21 and NDB 8.0.21, NDB 8.0.23 implements a number of changes in terminology, listed here:

• The system variable ndb\_slave\_conflict\_role is now deprecated. It is replaced by ndb\_conflict\_role.

• Many NDB status variables are deprecated. These variables, and their replacements, are shown in the following table:

**Table** **23.1** **Deprecated** **NDB** **status** **variables** **and** **their** **replacements**

|  |  |
| --- | --- |
| **Deprecated** **variable** | **Replacement** |
| Ndb\_api\_adaptive\_send\_deferred\_count\_ | slave  Ndb\_api\_adaptive\_send\_deferred\_count\_repli  Ndb\_api\_adaptive\_send\_forced\_count\_replica  Ndb\_api\_adaptive\_send\_unforced\_count\_repli |
| Ndb\_api\_adaptive\_send\_forced\_count\_s | lave |
| Ndb\_api\_adaptive\_send\_unforced\_count\_ | slave |
| Ndb\_api\_bytes\_received\_count\_slave | Ndb\_api\_bytes\_received\_count\_replica |
| Ndb\_api\_bytes\_sent\_count\_slave | Ndb\_api\_bytes\_sent\_count\_replica |
| Ndb\_api\_pk\_op\_count\_slave | Ndb\_api\_pk\_op\_count\_replica |
| Ndb\_api\_pruned\_scan\_count\_slave | Ndb\_api\_pruned\_scan\_count\_replica |
| Ndb\_api\_range\_scan\_count\_slave | Ndb\_api\_range\_scan\_count\_replica |
| Ndb\_api\_read\_row\_count\_slave | Ndb\_api\_read\_row\_count\_replica |
| Ndb\_api\_scan\_batch\_count\_slave | Ndb\_api\_scan\_batch\_count\_replica |
| Ndb\_api\_table\_scan\_count\_slave | Ndb\_api\_table\_scan\_count\_replica |
| Ndb\_api\_trans\_abort\_count\_slave | Ndb\_api\_trans\_abort\_count\_replica |
| Ndb\_api\_trans\_close\_count\_slave | Ndb\_api\_trans\_close\_count\_replica |
| Ndb\_api\_trans\_commit\_count\_slave | Ndb\_api\_trans\_commit\_count\_replica |
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|  |  |
| --- | --- |
| **Deprecated** **variable** | **Replacement** |
| Ndb\_api\_trans\_local\_read\_row\_count\_s | \_api\_trans\_local\_read\_row\_count\_ |
| Ndb\_api\_trans\_start\_count\_slave | Ndb\_api\_trans\_start\_count\_replica |
| Ndb\_api\_uk\_op\_count\_slave | Ndb\_api\_uk\_op\_count\_replica |
| Ndb\_api\_wait\_exec\_complete\_count\_sla | vNedb\_api\_wait\_exec\_complete\_count\_ |
| Ndb\_api\_wait\_meta\_request\_count\_slav | eNdb\_api\_wait\_meta\_request\_count\_ |
| Ndb\_api\_wait\_nanos\_count\_slave | Ndb\_api\_wait\_nanos\_count\_replica |
| Ndb\_api\_wait\_scan\_result\_count\_slave | Ndb\_api\_wait\_scan\_result\_count\_ |
| Ndb\_slave\_max\_replicated\_epoch | Ndb\_replica\_max\_replicated\_epoch |

The deprecated status variables continue to be shown in the output of SHOW STATUS, but applications should be updated as soon as possible not to rely upon them any longer, since their availability in future release series is not guaranteed.

• The values ADD\_TABLE\_MASTER and ADD\_TABLE\_SLAVE previously shown in the tab\_copy\_status column of the ndbinfo ndbinfo.table\_distribution\_status table are deprecated. These are replaced by, respectively, the values ADD\_TABLE\_COORDINATOR and ADD\_TABLE\_PARTICIPANT.

• The --help output of some NDB client and utility programs such as ndb\_restore has been modified.

• **ThreadConfig** **enhancements.** As of NDB 8.0.23, the configurability of the ThreadConfig parameter has been extended with two new thread types, listed here:

• query: A query thread works (only) on READ COMMITTED queries. A query thread also acts as a recovery thread. The number of query threads must be 0, 1, 2, or 3 times the number of LDM threads. 0 (the default, unless using ThreadConfig, or AutomaticThreadConfig is enabled) causes LDMs to behave as they did prior to NDB 8.0.23.

• recover: A recovery thread retrieves data from a local checkpoint. A recovery thread specified as such never acts as a query thread.

It is also possible to combine the existing main and rep threads in either of two ways:

• Into a single thread by setting either one of these arguments to 0. When this is done, the resulting combined thread is shown with the name main\_rep in the ndbinfo.threads table.

• Together with the recv thread by setting both ldm and tc to 0, and setting recv to 1. In this case, the combined thread is named main\_rep\_recv.

In addition, the maximum numbers of a number of existing thread types have been increased. The new maximums, including those for query threads and recovery threads, are listed here:

• LDM: 332

• Query: 332

• Recovery: 332

• TC: 128

• Receive: 64

• Send: 64

• Main: 2

Maximums for other thread types remain unchanged.

Also, as the result of work done relating to this task, NDB now employs mutexes to protect job buffers when using more than 32 block threads. While this can cause a slight decrease in performance (1 to 2 percent in most cases), it also significantly reduces the amount of memory required by very large configurations. For example, a setup with 64 threads which used 2 GB of job buffer memory prior to NDB 8.0.23 should require only about 1 GB instead in NDB 8.0.23 and later. In our testing this has resulted in an overall improvement on the order of 5 percent in the execution of very complex queries.

For further information, see the descriptions of the ThreadConfig parameter and the ndbinfo.threads table.

• **ThreadConfig** **thread** **count** **changes.** As the result of work done in NDB 8.0.30, setting the value of ThreadConfig requires including main, rep, recv, and ldm in the ThreadConfig value string explicitly, in this and subsequent NDB Cluster releases. In addition, count=0 must be set explicitly for each thread type (of main, rep, or ldm) that is not to be used, and setting count=1 for replication threads (rep) requires also setting count=1 for main.

These changes can have a significant impact on upgrades of NDB clusters where this parameter is in use; see [Section 23.3.7, “Upgrading and Downgrading NDB Cluster”](#_bookmark75) , for more information.

• **ndbmtd** **Thread** **Auto-Configuration.** Beginning with NDB 8.0.23, it is possible to employ automatic configuration of threads for multi-threaded data nodes using the ndbmtd configuration parameter AutomaticThreadConfig. When this parameter is set to 1, NDB sets up thread assignments automatically, based on the number of processors available to applications, for all thread supported thread types, including the new query and recover thread types described in the previous item. If the system does not limit the number of processors, you can do so if

desired by setting NumCPUs (also added in NDB 8.0.23). Otherwise, automatic thread configuration accommodates up to 1024 CPUs.

Automatic thread configuration occurs regardless of any values set for ThreadConfig or MaxNoOfExecutionThreads in config.ini; this means that it is not necessary to set either of these parameters.

In addition, NDB 8.0.23 implements a number of new ndbinfo information database tables providing information about hardware and CPU availability, as well as CPU usage by NDB data nodes. These tables are listed here:

• cpudata

• cpudata\_1sec

• cpudata\_20sec

• cpudata\_50ms

• cpuinfo

• hwinfo

Some of these tables are not available on every platform supported by NDB Cluster; see the individual descriptions of them for more information.

• **Hierarchical** **views** **of** **NDB** **database** **objects.** The dict\_obj\_tree table, added to the ndbinfo information database in NDB 8.0.24, can provide hierarchical and tree-like views of many NDB database objects, including the following:

• Tables and associated indexes

• Tablespaces and associated data files

• Logfile groups and associated undo log files

For more information and examples, see Section 23.6.16.25, “The ndbinfo dict\_obj\_tree Table” .

• **Index** **statistics** **enhancements.** NDB 8.0.24 implements the following improvements in

calculation of index statistics:

• Index statistics were previously collected from one fragment only; this is changed such that this extrapolation is extended to additional fragments.

• The algorithm used for very small tables, such as those having very few rows where results are discarded, has been improved, so that estimates for such tables should be more accurate than previously.

As of NDB 8.0.27, the index statistics tables are created and updated automatically by default, IndexStatAutoCreate and IndexStatAutoUpdate both default to 1 (enabled) rather than 0 (disabled), and it is no longer necessary to run ANALYZE TABLE to update the statistics.

For additional information, see Section 23.6.15, “NDB API Statistics Counters and Variables” .

• **Conversion** **between** **NULL** **and** **NOT** **NULL** **during** **restore** **operations.** Beginning with NDB 8.0.26, ndb\_restore can support restoring of NULL columns as NOT NULL and the reverse, using the options listed here:

• To restore a NULL column as NOT NULL, use the --lossy-conversions option.

The column originally declared as NULL must not contain any NULL rows; if it does, ndb\_restore exits with an error.

• To restore a NOT NULL column as NULL, use the --promote-attributes option. For more information, see the descriptions of the indicated ndb\_restore options.

• **SQL-compliant** **NULL** **comparison** **mode** **for** **NdbScanFilter.** Traditionally, when making comparisons involving NULL, [NdbScanFilter](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbscanfilter.html) treats NULL as equal to NULL (and thus considers NULL == NULL to be TRUE). This is not the same as specified by the SQL Standard, which requires that any comparison with NULL return NULL, including NULL == NULL.

Previously, it was not possible for an NDB API application to override this behavior; beginning

with NDB 8.0.26, you can do so by calling [NdbScanFilter::setSqlCmpSemantics()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbscanfilter.html#ndb-ndbscanfilter-setsqlcmpsemantics) prior to creating a scan filter. (Thus, this method is always invoked as a class method and not as an instance method.) Doing so causes the next NdbScanFilter object to be created to employ SQL-compliant NULL comparison for all comparison operations performed over the lifetime of the instance. You must

invoke the method for each [NdbScanFilter](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbscanfilter.html) object that should use SQL-compliant comparisons.

For more information, see [NdbScanFilter::setSqlCmpSemantics()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbscanfilter.html#ndb-ndbscanfilter-setsqlcmpsemantics).

• **Deprecation** **of** **NDB** **API** **.FRM** **file** **methods.** MySQL 8.0 and NDB 8.0 no longer use .FRM files for storing table metadata. For this reason, the NDB API methods [getFrmData()](https://dev.mysql.com/doc/ndbapi/en/ndb-table.html#ndb-table-getfrmdata), [getFrmLength()](https://dev.mysql.com/doc/ndbapi/en/ndb-table.html#ndb-table-getfrmlength), and [setFrm()](https://dev.mysql.com/doc/ndbapi/en/ndb-table.html#ndb-table-setfrm) are deprecated as of NDB 8.0.27, and subject to removal in a future release. For reading and writing table metadata, use [getExtraMetadata()](https://dev.mysql.com/doc/ndbapi/en/ndb-table.html#ndb-table-getextrametadata) and [setExtraMetadata()](https://dev.mysql.com/doc/ndbapi/en/ndb-table.html#ndb-table-setextrametadata) instead.

• **Preference** **for** **IPv4** **or** **IPv6** **addressing.** NDB 8.0.26 adds the PreferIPVersion configuration parameter, which controls the addressing preference for DNS resolution. IPv4 (PreferIPVersion=4) is the default. Because configuration retrieval in NDB requires that this preference be the same for all TCP connections, you should set it only in the [tcp default] section of the cluster global configuration (config.ini) file.

See Section 23.4.3.10, “NDB Cluster TCP/IP Connections” , for more information.

• **Logging** **enhancements.** Previously, analysis of NDB Cluster data node and management node logs could be hampered by the fact that different log messages used different formats, and that not all log messages included timestamps. Such issues were due in part to the fact that logging was performed by a number of different mechanisms, such as the functions printf, fprintf, ndbout, and ndbout\_c, overloading of the << operator, and so on.

We fix these problems by standardizing on the EventLogger mechanism, which is already present in NDB, and which begins each log message with a timestamp in YYYY-MM-DD HH:MM:SS format.

See Section 23.6.3, “Event Reports Generated in NDB Cluster” , for more information about NDB Cluster event logs and the EventLogger log message format.

• **Copying** **ALTER** **TABLE** **improvements.** Beginning with NDB 8.0.27, a copying ALTER TABLE

on an NDB table compares the fragment commit counts for the source table before and after performing the copy. This allows the SQL node executing this statement to determine whether there has been any concurrent write activity to the table being altered; if so, the SQL node can then terminate the operation.

When concurrent writes are detected being made to the table being altered, the ALTER TABLE statement is rejected with the error Detected change to data in source table during copying ALTER TABLE. Alter aborted to avoid inconsistency ([ER\_TABLE\_DEF\_CHANGED](https://dev.mysql.com/doc/mysql-errors/8.0/en/server-error-reference.html#error_er_table_def_changed)). Stopping the alter operation, rather than allowing it to proceed with concurrent writes taking place, can help prevent silent data loss or corruption.

• **ndbinfo** **index\_stats** **table.** NDB 8.0.28 adds the index\_stats table, which provides basic information about NDB index statistics. It is intended primarily for internal testing, but may be useful as a supplement to ndb\_index\_stat.

• **ndb\_import** **--table** **option.** Prior to NDB 8.0.28, ndb\_import always imported the data read from a CSV file into a table whose name was derived from the name of the file being read. NDB 8.0.28 adds a --table option (short form: -t) for this program to specify the name of the target table directly, and override the previous behavior.

The default behavior for ndb\_import remains to use the base name of the input file as the name of the target table.

• **ndb\_import** **--missing-ai-column** **option.** Beginning with NDB 8.0.29, ndb\_import can import data from a CSV file that contains empty values for an AUTO\_INCREMENT column, using the -- missing-ai-column option introduced in that release. The option can be used with one or more tables containing such a column.

In order for this option to work, the AUTO\_INCREMENT column in the CSV file must not contain any values. Otherwise, the import operation cannot proceed.

• **ndb\_import** **and** **empty** **lines.** ndb\_import has always rejected any empty lines encountered in an incoming CSV file. NDB 8.0.30 adds support for importing empty lines into a single column, provided that it is possible to convert the empty value into a column value.

• **ndb\_restore** **--with-apply-status** **option.** Beginning with NDB 8.0.29, it is possible to restore the ndb\_apply\_status table from an NDB backup, using ndb\_restore with the --with-apply- status option added in that release. To use this option, you must also use --restore-data when invoking ndb\_restore.

--with-apply-status restores all rows of the ndb\_apply\_status table except for the row having server\_id = 0; to restore this row, use --restore-epoch. For more information, see ndb\_apply\_status Table, as the description of the --with-apply-status option.

• **SQL** **access** **to** **tables** **with** **missing** **indexes.** Prior to NDB 8.0.29, when a user query attempted to open an NDB table with a missing or broken index, the MySQL server raised NDB error [4243](https://dev.mysql.com/doc/ndbapi/en/ndb-error-codes-application-error.html#ndberrno-4243) ( Index not found). This situation could arise when constraint violations or missing data make it impossible to restore an index on an NDB table, and ndb\_restore --disable-indexes was used to restore the data without the index.

Beginning with NDB 8.0.29, an SQL query against an NDB table which has missing indexes succeeds if the query does not use any of the missing indexes. Otherwise, the query is rejected with [ER\_NOT\_KEYFILE](https://dev.mysql.com/doc/mysql-errors/8.0/en/server-error-reference.html#error_er_not_keyfile). In this case, you can use ALTER TABLE ... ALTER INDEX ... INVISIBLE to keep the MySQL Optimizer from trying to use the index, or drop the index (and then possibly re-create it) using the appropriate SQL statements.

• **NDB** **API** **List::clear()** **method.** The NDB API [Dictionary](https://dev.mysql.com/doc/ndbapi/en/ndb-dictionary.html) methods [listEvents()](https://dev.mysql.com/doc/ndbapi/en/ndb-dictionary.html#ndb-dictionary-listevents), [listIndexes()](https://dev.mysql.com/doc/ndbapi/en/ndb-dictionary.html#ndb-dictionary-listindexes), and [listObjects()](https://dev.mysql.com/doc/ndbapi/en/ndb-dictionary.html#ndb-dictionary-listobjects) each require a reference to a [List](https://dev.mysql.com/doc/ndbapi/en/ndb-list.html) object which is empty. Previously, reusing an existing List with any of these methods was problematic for this reason. NDB 8.0.29 makes this easier by implementing a [clear()](https://dev.mysql.com/doc/ndbapi/en/ndb-list.html#ndb-list-clear) method which removes all data from the list.

As part of this work, the List class destructor now calls List::clear() before removing any elements or attributes from the list.

• **NDB** **dictionary** **tables** **in** **ndbinfo.** NDB 8.0.29 introduces several new tables in the ndbinfo database providing information from [NdbDictionary](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbdictionary.html) that previously required the use of ndb\_desc, ndb\_select\_all, and other NDB utility programs.

Two of these tables are actually views. The hash\_maps table provides information about hash maps used by NDB; the files table shows information regarding files used for storing data on disk (see Section 23.6.11, “NDB Cluster Disk Data Tables” ).

The remaining six ndbinfo tables added in NDB 8.0.29 are base tables. These tables are not hidden and are not named using the prefix ndb$. These tables are listed here, with descriptions of the objects represented in each table:

• blobs: Blob tables used to store the variable-size parts of BLOB and TEXT columns

• dictionary\_columns: Columns of NDB tables

• dictionary\_tables: NDB tables

• events: Event subscriptions in the NDB API

• foreign\_keys: Foreign keys on NDB tables

• index\_columns: Indexes on NDB tables

NDB 8.0.29 also makes changes in the ndbinfo storage engine's implementation of primary keys to improve compatibility with [NdbDictionary](https://dev.mysql.com/doc/ndbapi/en/ndb-ndbdictionary.html).

• **ndbcluster** **plugin** **and** **Performance** **Schema.** As of NDB 8.0.29, ndbcluster plugin threads are shown in the Performance Schema threads and setup\_threads tables, making it possible to obtain information about the performance of these threads. The three threads exposed in performance\_schema tables are listed here:

• ndb\_binlog: Binary logging thread

• ndb\_index\_stat: Index statistics thread

• ndb\_metadata: Metadata thread

See ndbcluster Plugin Threads, for more information and examples.

In NDB 8.0.30 and later, transaction batching memory usage is visible as memory/ ndbcluster/Thd\_ndb::batch\_mem\_root in the Performance Schema memory\_summary\_by\_thread\_by\_event\_name and setup\_instruments tables. You can use this information to see how much memory is being used by transactions. For additional information, see Transaction Memory Usage.

• **Configurable** **blob** **inline** **size.** Beginning with NDB 8.0.30, it is possible to set a blob column's inline size as part of CREATE TABLE or ALTER TABLE. The maximum inline size supported by NDB Cluster is 29980 bytes.

For additional information and examples, see NDB\_COLUMN Options, as well as String Type Storage Requirements.

• **replica\_allow\_batching** **enabled** **by** **default.** Replica write batching improves NDB Cluster Replication performance greatly, especially when replicating blob-type columns (TEXT, BLOB, and JSON), and so generally should be enabled whenever using replication with NDB Cluster. For this reason, beginning with NDB 8.0.30, the replica\_allow\_batching system variable is enabled by default, and setting it to OFF raises a warning.

• **Conflict** **resolution** **insert** **operation** **support.** Prior to NDB 8.0.30, there were only two strategies available for resolving primary key conflicts for update and delete operations, implemented as the functions NDB$MAX() and NDB$MAX\_DELETE\_WIN(). Neither of these has any effect on

write operations, other than that a write operation with the same primary key as a previous write is always rejected, and accepted and applied only if no operation having the same primary key already exists. NDB 8.0.30 introduces two new conflict resolution functions NDB$MAX\_INS() and NDB $MAX\_DEL\_WIN\_INS() that handle primary key conflicts between insert operations. These functions handle conflicting writes as follows:

1. If there is no conflicting write, apply this one (this is the same as NDB$MAX()).

2. Otherwise, apply “greatest timestamp wins” conflict resolution, as follows:

a. If the timestamp for the incoming write is greater than that of the conflicting write, apply the incoming operation.

b. If the timestamp for the incoming write is *not* greater, reject the incoming write operation.

For conflicting update and delete operations, NDB$MAX\_INS() behaves as NDB$MAX() does, and NDB$MAX\_DEL\_WIN\_INS() behaves in the same way as NDB$MAX\_DELETE\_WIN().

This enhancement provides support for configuring conflict detection when handling conflicting replicated write operations, so that a replicated INSERT with a higher timestamp column value is applied idempotently, while a replicated INSERT with a lower timestamp column value is rejected.

As with the other conflict resolution functions, rejected operations can optionally be logged in an exceptions table; rejected operations increment a counter (status variables Ndb\_conflict\_fn\_max for “greatest timestamp wins” and Ndb\_conflict\_fn\_old for “same timestamp wins”).

For more information, see the descriptions of the new conflict resolution functions, and as well as Section 23.7.12, “NDB Cluster Replication Conflict Resolution” .

• **Replication** **applier** **batch** **size** **control.** Previously, the size of batches used when writing to a replica NDB Cluster was controlled by --ndb-batch-size, and the batch size used for writing blob data to the replica was determined by ndb-blob-write-batch-bytes. One problem with this arrangement was that the replica used the global values of these variables which meant that changing either of them for the replica also affected the value used by all other sessions. In addition, it was not possible to set different defaults for these values exclusive to the replica, which should preferably have a higher default value than other sessions.

NDB 8.0.30 adds two new system variables which are specific to the replica applier. ndb\_replica\_batch\_size now controls the batch size used for the replica applier, and ndb\_replica\_blob\_write\_batch\_bytes variable now determines the blob write batch size used to perform batch blob writes on the replica.

This change should improve the behavior of MySQL NDB Cluster Replication using default settings, and lets the user fine tune NDB replication performance without affecting user threads, such as those performing processing of SQL queries.

For more information, see the descriptions of the new variables. See also Section 23.7.5, “Preparing the NDB Cluster for Replication” .

• **Binary** **Log** **Transaction** **Compression.** NDB 8.0.31 adds support for binary logs using compressed transactions with ZSTD compression. To enable this feature, set the ndb\_log\_transaction\_compression system variable introduced

in this release to ON. The level of compression used can be controlled using the ndb\_log\_transaction\_compression\_level\_zstd system variable, which is also added in that release; the default compression level is 3.

Although the binlog\_transaction\_compression and binlog\_transaction\_compression\_level\_zstd server system variables have no effect on binary logging of NDB tables, starting mysqld with --binlog-transaction-compression=ON causes ndb\_log\_transaction\_compression to be enabled automatically. You can disable it in a MySQL client session using SET @@global.ndb\_log\_transaction\_compression=OFF after server startup has completed.

See the description of ndb\_log\_transaction\_compression as well as Section 5.4.4.5, “Binary Log Transaction Compression” , for more information.

• **NDB** **Replication:** **Multithreaded** **Applier.** As of NDB 8.0.33, NDB Cluster replication supports the MySQL multithreaded applier (MTA) on replica servers (and nonzero values of

replica\_parallel\_workers), which enables the application of binary log transactions in parallel on the replica and thereby increasing throughput. (For more information about the multithreaded applier in the MySQL server, see Section 17.2.3, “Replication Threads” .)

Enabling this feature on the replica requires that the source be started with --ndb-log- transaction-dependency set to ON (this option is also implemented in NDB 8.0.33). It is also necessary on the source to set binlog\_transaction\_dependency\_tracking to WRITESET. In addition, you must ensure that replica\_parallel\_workers has a value greater than 1 on the replica, and thus, that the replica uses multiple worker threads.

For additional information and requirements, see Section 23.7.11, “NDB Cluster Replication Using the Multithreaded Applier” .

• **Changes** **in** **build** **options.** NDB 8.0.31 makes the following changes in CMake options used for

building MySQL Cluster.

• The WITH\_NDBCLUSTER option is deprecated, and WITH\_PLUGIN\_NDBCLUSTER is removed.

• To build MySQL Cluster from source, use the newly-added WITH\_NDB option.

• WITH\_NDBCLUSTER\_STORAGE\_ENGINE continues to be supported, but is no longer needed for most builds.

See CMake Options for Compiling NDB Cluster, for more information.

• **File** **system** **encryption.** Transparent Data Encryption (TDE) provides protection by encryption of NDB data at rest, that is, of all NDB table data and log files which are persisted to disk. This is intended to protect against recovering data after obtaining unauthorized access to NDB Cluster data files such as tablespace files or logs.

Encryption is implemented transparently by the NDB file system layer ([NDBFS](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-kernel-blocks-ndbfs.html)) on the data nodes; data is encrypted and decrypted as it is read from and written to the file, and NDBFS internal client blocks operate on files as normal.

NDBFS can transparently encrypt a file directly from a user provided password, but decoupling the encryption and decryption of individual files from the user provided password can be advantageous for reasons of efficiency, usability, security, and flexibility. See Section 23.6.14.2, “NDB File System Encryption Implementation” .

TDE uses two types of keys. A secret key is used to encrypt the actual data and log files stored on disk (including LCP, redo, undo, and tablespace files). A master key is then used to encrypt the secret key.

The [EncryptedFileSystem](#_bookmark114) data node configuration parameter, available beginning with NDB 8.0.29, when set to 1, enforces encryption on files storing table data. This includes LCP data files, redo log files, tablespace files, and undo log files.

It is also necessary to provide a password to each data node when starting or restarting it, using one of the options --filesystem-password or --filesystem-password-from-stdin. See Section 23.6.14.1, “NDB File System Encryption Setup and Usage” . This password uses the same format and is subject to the same constraints as the password used for an encrypted NDB backup (see the description of the ndb\_restore --backup-password option for details).

Only tables using the NDB storage engine are subject to encryption by this feature; see

Section 23.6. 14.3, “NDB File System Encryption Limitations” . Other tables, such as those used for NDB schema distribution, replication, and binary logging, typically use InnoDB; see Section 15. 13,
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“InnoDB Data-at-Rest Encryption” . For information about encryption of binary log files, see Section 17.3.2, “Encrypting Binary Log Files and Relay Log Files” .

Files generated or used by NDB processes, such as operating system logs, crash logs, and core dumps, are not encrypted. Files used by NDB but not containing any user table data are also not encrypted; these include LCP control files, schema files, and system files (see [NDB Cluster Data](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-ndbd-filesystem.html) [Node File System](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-ndbd-filesystem.html)). The management server configuration cache is also not encrypted.

In addition, NDB 8.0.31 adds a new utility ndb\_secretsfile\_reader for extracting key information from a secrets file (S0.sysfile).

This enhancement builds on work done in NDB 8.0.22 to implement encrypted NDB backups. For more information about encrypted backups, see the description of the RequireEncryptedBackup configuration parameter, as well as Section 23.6.8.2, “Using The NDB Cluster Management Client to Create a Backup” .

• **Removal** **of** **unneeded** **program** **options.** A number of “junk” command-line options for NDB utility and other programs which had never been implemented were removed in NDB Cluster 8.0.31. The options and the programs from which they have been dropped are listed here:

• --ndb-optimized-node-selection:

ndbd, ndbmtd, ndb\_mgm, ndb\_delete\_all, ndb\_desc, ndb\_drop\_index, ndb\_drop\_table, ndb\_show\_table, ndb\_blob\_tool, ndb\_config, ndb\_index\_stat, ndb\_move\_data, ndbinfo\_select\_all, ndb\_select\_count

• --character-sets-dir:

ndb\_mgm, ndb\_mgmd, ndb\_config, ndb\_delete\_all, ndb\_desc, ndb\_drop\_index, ndb\_drop\_table, ndb\_show\_table, ndb\_blob\_tool, ndb\_config, ndb\_index\_stat, ndb\_move\_data, ndbinfo\_select\_all, ndb\_select\_count, ndb\_waiter

• --core-file:

ndb\_mgm, ndb\_mgmd, ndb\_config, ndb\_delete\_all, ndb\_desc, ndb\_drop\_index, ndb\_drop\_table, ndb\_show\_table, ndb\_blob\_tool, ndb\_config, ndb\_index\_stat, ndb\_move\_data, ndbinfo\_select\_all, ndb\_select\_count, ndb\_waiter

• --connect-retries and --connect-retry-delay: ndb\_mgmd

• --ndb-nodeid: ndb\_config

For more information, see the relevant program and option descriptions in Section 23.5, “NDB Cluster Programs” .

• **Reading** **Configuration** **Cache** **Files.** Beginning with NDB 8.0.32, it is possible to read binary configuration cache files created by ndb\_mgmd using the ndb\_config option --config-binary- file introduced in that release. This can simplify the process of determining whether the settings in a given configuration file have been applied to the cluster, or of recovery of settings from the binary cache after the config.ini file has somehow been damaged or lost.

For more information and examples, see the description of this option in Section 23.5.7, “ndb\_config — Extract NDB Cluster Configuration Information” .

MySQL Cluster Manager 1.4.8 also provides experimental support for NDB Cluster 8.0. MySQL Cluster Manager has an advanced command-line interface that can simplify many complex NDB Cluster management tasks. See [MySQL Cluster Manager 1.4.8 User Manual](https://dev.mysql.com/doc/mysql-cluster-manager/1.4/en/), for more information.

**23.2.5** **Options,** **Variables,** **and** **Parameters** **Added,** **Deprecated** **or** **Removed**

**in** **NDB** **8.0**

• [Parameters Introduced in NDB 8.0](#_bookmark115)

• [Parameters Deprecated in NDB 8.0](#_bookmark116)

• [Parameters Removed in NDB 8.0](#_bookmark117)

• [Options and Variables Introduced in NDB 8.0](#_bookmark118)

• [Options and Variables Deprecated in NDB 8.0](#_bookmark119)

• [Options and Variables Removed in NDB 8.0](#_bookmark120)

The next few sections contain information about NDB node configuration parameters and NDB-specific mysqld options and variables that have been added to, deprecated in, or removed from NDB 8.0.

**Parameters** **Introduced** **in** **NDB** **8.0**

The following node configuration parameters have been added in NDB 8.0.

• AllowUnresolvedHostNames: When false (default), failure by management node to resolve host name results in fatal error; when true, unresolved host names are reported as warnings only. Added in NDB 8.0.22.

• AutomaticThreadConfig: Use automatic thread configuration; overrides any settings for ThreadConfig and MaxNoOfExecutionThreads, and disables ClassicFragmentation. Added in NDB 8.0.23.

• ClassicFragmentation: When true, use traditional table fragmentation; set false to enable flexible distribution of fragments among LDMs. Disabled by AutomaticThreadConfig. Added in NDB 8.0.23.

• DiskDataUsingSameDisk: Set to false if Disk Data tablespaces are located on separate physical disks. Added in NDB 8.0.19.

• EnableMultithreadedBackup: Enable multi-threaded backup. Added in NDB 8.0.16.

• [EncryptedFileSystem](#_bookmark114): Encrypt local checkpoint and tablespace files. EXPERIMENTAL; NOT SUPPORTED IN PRODUCTION. Added in NDB 8.0.29.

• [KeepAliveSendInterval](#_bookmark121): Time between keep-alive signals on links between data nodes, in milliseconds. Set to 0 to disable. Added in NDB 8.0.27.

• MaxDiskDataLatency: Maximum allowed mean latency of disk access (ms) before starting to abort transactions. Added in NDB 8.0.19.

• [NodeGroupTransporters](#_bookmark113): Number of transporters to use between nodes in same node group. Added in NDB 8.0.20.

• NumCPUs: Specify number of CPUs to use with AutomaticThreadConfig. Added in NDB 8.0.23.

• PartitionsPerNode: Determines the number of table partitions created on each data node; not used if ClassicFragmentation is enabled. Added in NDB 8.0.23.

• PreferIPVersion: Indicate DNS resolver preference for IP version 4 or 6. Added in NDB 8.0.26.

• RequireEncryptedBackup: Whether backups must be encrypted (1 = encryption required, otherwise 0). Added in NDB 8.0.22.

• [ReservedConcurrentIndexOperations](#_bookmark101): Number of simultaneous index operations having dedicated resources on one data node. Added in NDB 8.0.16.

• [ReservedConcurrentOperations](#_bookmark102): Number of simultaneous operations having dedicated resources in transaction coordinators on one data node. Added in NDB 8.0.16.

• [ReservedConcurrentScans](#_bookmark103): Number of simultaneous scans having dedicated resources on one data node. Added in NDB 8.0.16.

• [ReservedConcurrentTransactions](#_bookmark104): Number of simultaneous transactions having dedicated resources on one data node. Added in NDB 8.0.16.

• [ReservedFiredTriggers](#_bookmark105): Number of triggers having dedicated resources on one data node. Added in NDB 8.0.16.

• [ReservedLocalScans](#_bookmark106): Number of simultaneous fragment scans having dedicated resources on one data node. Added in NDB 8.0.16.

• [ReservedTransactionBufferMemory](#_bookmark107): Dynamic buffer space (in bytes) for key and attribute data allocated to each data node. Added in NDB 8.0.16.

• SpinMethod: Determines spin method used by data node; see documentation for details. Added in NDB 8.0.20.

• TcpSpinTime: Time to spin before going to sleep when receiving. Added in NDB 8.0.20.

• [TransactionMemory](#_bookmark111): Memory allocated for transactions on each data node. Added in NDB 8.0.19.

**Parameters** **Deprecated** **in** **NDB** **8.0**

The following node configuration parameters have been deprecated in NDB 8.0.

• [BatchSizePerLocalScan](#_bookmark122): Used to calculate number of lock records for scan with hold lock. Deprecated in NDB 8.0.19.

• [MaxAllocate](#_bookmark123): No longer used; has no effect. Deprecated in NDB 8.0.27.

• [MaxNoOfConcurrentIndexOperations](#_bookmark94): Total number of index operations that can execute simultaneously on one data node. Deprecated in NDB 8.0.19.

• [MaxNoOfConcurrentTransactions](#_bookmark97): Maximum number of transactions executing concurrently on this data node, total number of transactions that can be executed concurrently is this value times

number of data nodes in cluster. Deprecated in NDB 8.0.19.

• [MaxNoOfFiredTriggers](#_bookmark98): Total number of triggers that can fire simultaneously on one data node. Deprecated in NDB 8.0.19.

• [MaxNoOfLocalOperations](#_bookmark124): Maximum number of operation records defined on this data node. Deprecated in NDB 8.0.19.

• [MaxNoOfLocalScans](#_bookmark99): Maximum number of fragment scans in parallel on this data node. Deprecated in NDB 8.0.19.

• [ReservedTransactionBufferMemory](#_bookmark107): Dynamic buffer space (in bytes) for key and attribute data allocated to each data node. Deprecated in NDB 8.0.19.

• [UndoDataBuffer](#_bookmark125): Unused; has no effect. Deprecated in NDB 8.0.27.

• [UndoIndexBuffer](#_bookmark126): Unused; has no effect. Deprecated in NDB 8.0.27.

**Parameters** **Removed** **in** **NDB** **8.0**

No node configuration parameters have been removed in NDB 8.0.

**Options** **and** **Variables** **Introduced** **in** **NDB** **8.0**

The following system variables, status variables, and server options have been added in NDB 8.0.

• Ndb\_api\_adaptive\_send\_deferred\_count\_replica: Number of adaptive send calls not actually sent by this replica. Added in NDB 8.0.23.

• Ndb\_api\_adaptive\_send\_forced\_count\_replica: Number of adaptive sends with forced- send set sent by this replica. Added in NDB 8.0.23.

• Ndb\_api\_adaptive\_send\_unforced\_count\_replica: Number of adaptive sends without forced-send sent by this replica. Added in NDB 8.0.23.

• Ndb\_api\_bytes\_received\_count\_replica: Quantity of data (in bytes) received from data nodes by this replica. Added in NDB 8.0.23.

• Ndb\_api\_bytes\_sent\_count\_replica: Qunatity of data (in bytes) sent to data nodes by this replica. Added in NDB 8.0.23.

• Ndb\_api\_pk\_op\_count\_replica: Number of operations based on or using primary keys by this replica. Added in NDB 8.0.23.

• Ndb\_api\_pruned\_scan\_count\_replica: Number of scans that have been pruned to one partition by this replica. Added in NDB 8.0.23.

• Ndb\_api\_range\_scan\_count\_replica: Number of range scans that have been started by this replica. Added in NDB 8.0.23.

• Ndb\_api\_read\_row\_count\_replica: Total number of rows that have been read by this replica. Added in NDB 8.0.23.

• Ndb\_api\_scan\_batch\_count\_replica: Number of batches of rows received by this replica. Added in NDB 8.0.23.

• Ndb\_api\_table\_scan\_count\_replica: Number of table scans that have been started, including scans of internal tables, by this replica. Added in NDB 8.0.23.

• Ndb\_api\_trans\_abort\_count\_replica: Number of transactions aborted by this replica. Added in NDB 8.0.23.

• Ndb\_api\_trans\_close\_count\_replica: Number of transactions aborted (may be greater than sum of TransCommitCount and TransAbortCount) by this replica. Added in NDB 8.0.23.

• Ndb\_api\_trans\_commit\_count\_replica: Number of transactions committed by this replica. Added in NDB 8.0.23.

• Ndb\_api\_trans\_local\_read\_row\_count\_replica: Total number of rows that have been read by this replica. Added in NDB 8.0.23.

• Ndb\_api\_trans\_start\_count\_replica: Number of transactions started by this replica. Added in NDB 8.0.23.

• Ndb\_api\_uk\_op\_count\_replica: Number of operations based on or using unique keys by this replica. Added in NDB 8.0.23.

• Ndb\_api\_wait\_exec\_complete\_count\_replica: Number of times thread has been blocked while waiting for operation execution to complete by this replica. Added in NDB 8.0.23.

• Ndb\_api\_wait\_meta\_request\_count\_replica: Number of times thread has been blocked waiting for metadata-based signal by this replica. Added in NDB 8.0.23.

• Ndb\_api\_wait\_nanos\_count\_replica: Total time (in nanoseconds) spent waiting for some type of signal from data nodes by this replica. Added in NDB 8.0.23.

• Ndb\_api\_wait\_scan\_result\_count\_replica: Number of times thread has been blocked while waiting for scan-based signal by this replica. Added in NDB 8.0.23.

• Ndb\_config\_generation: Generation number of the current configuration of the cluster. Added in NDB 8.0.24.

• Ndb\_conflict\_fn\_max\_del\_win\_ins: Number of times that NDB replication conflict resolution based on outcome of NDB$MAX\_DEL\_WIN\_INS() has been applied to insert operations. Added in NDB 8.0.30.

• Ndb\_conflict\_fn\_max\_ins: Number of times that NDB replication conflict resolution based on "greater timestamp wins" has been applied to insert operations. Added in NDB 8.0.30.

• Ndb\_metadata\_blacklist\_size: Number of NDB metadata objects that NDB binlog thread has failed to synchronize; renamed in NDB 8.0.22 as Ndb\_metadata\_excluded\_count. Added in NDB 8.0.18.

• Ndb\_metadata\_detected\_count: Number of times NDB metadata change monitor thread has detected changes. Added in NDB 8.0.16.

• Ndb\_metadata\_excluded\_count: Number of NDB metadata objects that NDB binlog thread has failed to synchronize. Added in NDB 8.0.22.

• Ndb\_metadata\_synced\_count: Number of NDB metadata objects which have been synchronized. Added in NDB 8.0.18.

• Ndb\_trans\_hint\_count\_session: Number of transactions using hints that have been started in this session. Added in NDB 8.0.17.

• ndb-applier-allow-skip-epoch: Lets replication applier skip epochs. Added in NDB 8.0.28.

• ndb-log-fail-terminate: Terminate mysqld process if complete logging of all found row events is not possible. Added in NDB 8.0.21.

• ndb-log-transaction-dependency: Make binary log thread calculate transaction dependencies for every transaction it writes to binary log. Added in NDB 8.0.33.

• ndb-schema-dist-timeout: How long to wait before detecting timeout during schema distribution. Added in NDB 8.0.17.

• ndb\_conflict\_role: Role for replica to play in conflict detection and resolution. Value is one of PRIMARY, SECONDARY, PASS, or NONE (default). Can be changed only when replication SQL thread is stopped. See documentation for further information. Added in NDB 8.0.23.

• ndb\_dbg\_check\_shares: Check for any lingering shares (debug builds only). Added in NDB 8.0.13.

• ndb\_log\_transaction\_compression: Whether to compress NDB binary log; can also be enabled on startup by enabling --binlog-transaction-compression option. Added in NDB 8.0.31.

• ndb\_log\_transaction\_compression\_level\_zstd: The ZSTD compression level to use when writing compressed transactions to the NDB binary log. Added in NDB 8.0.31.

• ndb\_metadata\_check: Enable auto-detection of NDB metadata changes with respect to MySQL data dictionary; enabled by default. Added in NDB 8.0.16.

• ndb\_metadata\_check\_interval: Interval in seconds to perform check for NDB metadata changes with respect to MySQL data dictionary. Added in NDB 8.0.16.

• ndb\_metadata\_sync: Triggers immediate synchronization of all changes between NDB dictionary and MySQL data dictionary; causes ndb\_metadata\_check and ndb\_metadata\_check\_interval values to be ignored. Resets to false when synchronization is complete. Added in NDB 8.0.19.

• ndb\_replica\_batch\_size: Batch size in bytes for replica applier. Added in NDB 8.0.30.

• ndb\_schema\_dist\_lock\_wait\_timeout: Time during schema distribution to wait for lock before returning error. Added in NDB 8.0.18.

• ndb\_schema\_dist\_timeout: Time to wait before detecting timeout during schema distribution. Added in NDB 8.0.16.

• ndb\_schema\_dist\_upgrade\_allowed: Allow schema distribution table upgrade when connecting to NDB. Added in NDB 8.0.17.

• ndbinfo: Enable ndbinfo plugin, if supported. Added in NDB 8.0.13.

• replica\_allow\_batching: Turns update batching on and off for replica. Added in NDB 8.0.26.

**Options** **and** **Variables** **Deprecated** **in** **NDB** **8.0**

The following system variables, status variables, and options have been deprecated in NDB 8.0.

• Ndb\_api\_adaptive\_send\_deferred\_count\_slave: Number of adaptive send calls not actually sent by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_adaptive\_send\_forced\_count\_slave: Number of adaptive sends with forced-send set sent by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_adaptive\_send\_unforced\_count\_slave: Number of adaptive sends without forced- send sent by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_bytes\_received\_count\_slave: Quantity of data (in bytes) received from data nodes by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_bytes\_sent\_count\_slave: Qunatity of data (in bytes) sent to data nodes by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_pk\_op\_count\_slave: Number of operations based on or using primary keys by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_pruned\_scan\_count\_slave: Number of scans that have been pruned to one partition by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_range\_scan\_count\_slave: Number of range scans that have been started by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_read\_row\_count\_slave: Total number of rows that have been read by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_scan\_batch\_count\_slave: Number of batches of rows received by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_table\_scan\_count\_slave: Number of table scans that have been started, including scans of internal tables, by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_trans\_abort\_count\_slave: Number of transactions aborted by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_trans\_close\_count\_slave: Number of transactions aborted (may be greater than sum of TransCommitCount and TransAbortCount) by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_trans\_commit\_count\_slave: Number of transactions committed by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_trans\_local\_read\_row\_count\_slave: Total number of rows that have been read by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_trans\_start\_count\_slave: Number of transactions started by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_uk\_op\_count\_slave: Number of operations based on or using unique keys by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_wait\_exec\_complete\_count\_slave: Number of times thread has been blocked while waiting for operation execution to complete by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_wait\_meta\_request\_count\_slave: Number of times thread has been blocked waiting for metadata-based signal by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_wait\_nanos\_count\_slave: Total time (in nanoseconds) spent waiting for some type of signal from data nodes by this replica. Deprecated in NDB 8.0.23.

• Ndb\_api\_wait\_scan\_result\_count\_slave: Number of times thread has been blocked while waiting for scan-based signal by this replica. Deprecated in NDB 8.0.23.

• Ndb\_metadata\_blacklist\_size: Number of NDB metadata objects that NDB binlog thread has failed to synchronize; renamed in NDB 8.0.22 as Ndb\_metadata\_excluded\_count. Deprecated in NDB 8.0.21.

• Ndb\_replica\_max\_replicated\_epoch: Most recently committed NDB epoch on this replica. When this value is greater than or equal to Ndb\_conflict\_last\_conflict\_epoch, no conflicts have yet

been detected. Deprecated in NDB 8.0.23.

• ndb\_slave\_conflict\_role: Role for replica to play in conflict detection and resolution. Value is one of PRIMARY, SECONDARY, PASS, or NONE (default). Can be changed only when replication SQL thread is stopped. See documentation for further information. Deprecated in NDB 8.0.23.

• slave\_allow\_batching: Turns update batching on and off for replica. Deprecated in NDB 8.0.26.

**Options** **and** **Variables** **Removed** **in** **NDB** **8.0**

The following system variables, status variables, and options have been removed in NDB 8.0.

• Ndb\_metadata\_blacklist\_size: Number of NDB metadata objects that NDB binlog thread has failed to synchronize; renamed in NDB 8.0.22 as Ndb\_metadata\_excluded\_count. Removed in NDB 8.0.22.

**23.2.6** **MySQL** **Server** **Using** **InnoDB** **Compared** **with** **NDB** **Cluster**

MySQL Server offers a number of choices in storage engines. Since both [NDB](#_bookmark58) and InnoDB can serve as transactional MySQL storage engines, users of MySQL Server sometimes become interested in NDB Cluster. They see [NDB](#_bookmark58) as a possible alternative or upgrade to the default InnoDB storage engine in MySQL 8.0. While [NDB](#_bookmark58) and InnoDB share common characteristics, there are differences in architecture and implementation, so that some existing MySQL Server applications and usage scenarios can be a good fit for NDB Cluster, but not all of them.

In this section, we discuss and compare some characteristics of the [NDB](#_bookmark58) storage engine used by NDB 8.0 with InnoDB used in MySQL 8.0. The next few sections provide a technical comparison. In many instances, decisions about when and where to use NDB Cluster must be made on a case-by-case basis, taking all factors into consideration. While it is beyond the scope of this documentation to provide specifics for every conceivable usage scenario, we also attempt to offer some very general guidance on the relative suitability of some common types of applications for [NDB](#_bookmark58) as opposed to InnoDB back ends.

NDB Cluster 8.0 uses a mysqld based on MySQL 8.0, including support for InnoDB 1.1. While it is possible to use InnoDB tables with NDB Cluster, such tables are not clustered. It is also not possible to use programs or libraries from an NDB Cluster 8.0 distribution with MySQL Server 8.0, or the reverse.

While it is also true that some types of common business applications can be run either on NDB Cluster or on MySQL Server (most likely using the InnoDB storage engine), there are some important architectural and implementation differences. [Section 23.2.6.1, “Differences Between the NDB and](#_bookmark127) [InnoDB Storage Engines”](#_bookmark127) , provides a summary of the these differences. Due to the differences, some usage scenarios are clearly more suitable for one engine or the other; see [Section 23.2.6.2, “NDB](#_bookmark128) [and InnoDB Workloads”](#_bookmark128) . This in turn has an impact on the types of applications that better suited for

use with [NDB](#_bookmark58) or InnoDB. See [Section 23.2.6.3, “NDB InnoDB Feature Usage Summary”](#_bookmark129)and, for a comparison of the relative suitability of each for use in common types of database applications.

For information about the relative characteristics of the [NDB](#_bookmark58) and MEMORY storage engines, see When to Use MEMORY or NDB Cluster.

See Chapter 16, *Alternative* *Storage* *Engines*, for additional information about MySQL storage engines.

**Differences** **Between** **the** **NDB** **and** **InnoDB** **Storage** **Engines**

**23.2.6.1**

The [NDB](#_bookmark58) storage engine is implemented using a distributed, shared-nothing architecture, which causes it to behave differently from InnoDB in a number of ways. For those unaccustomed to working with [NDB](#_bookmark58), unexpected behaviors can arise due to its distributed nature with regard to transactions, foreign keys, table limits, and other characteristics. These are shown in the following table:

**Table** **23.2** **Differences** **between** **InnoDB** **and** **NDB** **storage** **engines**

|  |  |  |
| --- | --- | --- |
| **Feature** | **InnoDB** **(MySQL** **8.0)** | **NDB** **8.0** |
| MySQL Server Version | 8.0 | 8.0 |
| InnoDB Version | InnoDB 8.0.32 | InnoDB 8.0.32 |
| NDB Cluster Version | N/A | [NDB](#_bookmark58) 8.0.34/8.0.34 |
| Storage Limits | 64TB | 128TB |
| Foreign Keys | Yes | Yes |
| Transactions | All standard types | READ COMMITTED |
| MVCC | Yes | No |
| Data Compression | Yes | No (NDB checkpoint and backup files can be compressed) |
| Large Row Support (> 14K) | Supported for VARBINARY, VARCHAR, BLOB, and TEXT columns | Supported for BLOB and  TEXT columns only (Using these types to store very large amounts of data can lower NDB performance) |
| Replication Support | Asynchronous and semisynchronous replication using MySQL Replication; MySQL Group Replication | Automatic synchronous replication within an NDB Cluster; asynchronous replication between NDB Clusters,  using MySQL Replication (Semisynchronous replication is not supported) |
| Scaleout for Read Operations | Yes (MySQL Replication) | Yes (Automatic partitioning in NDB Cluster; NDB Cluster Replication) |
| Scaleout for Write Operations | Requires application-level  partitioning (sharding) | Yes (Automatic partitioning in NDB Cluster is transparent to applications) |
| High Availability (HA) | Built-in, from InnoDB cluster | Yes (Designed for 99.999% uptime) |
| Node Failure Recovery and  Failover | From MySQL Group Replication | Automatic (Key element in NDB architecture) |
| Time for Node Failure Recovery | 30 seconds or longer | Typically < 1 second |
| Real-Time Performance | No | Yes |
| In-Memory Tables | No | Yes (Some data can optionally be stored on disk; both in- |

|  |  |  |
| --- | --- | --- |
| **Feature** | **InnoDB** **(MySQL** **8.0)** | **NDB** **8.0** |
|  |  | memory and disk data storage are durable) |
| NoSQL Access to Storage  Engine | Yes | Yes (Multiple APIs, including Memcached, Node.js/JavaScript, Java, JPA, C++, and HTTP/ REST) |
| Concurrent and Parallel Writes | Yes | Up to 48 writers, optimized for concurrent writes |
| Conflict Detection and Resolution (Multiple Sources) | Yes (MySQL Group Replication) | Yes |
| Hash Indexes | No | Yes |
| Online Addition of Nodes | Read/write replicas using MySQL Group Replication | Yes (all node types) |
| Online Upgrades | Yes (using replication) | Yes |
| Online Schema Modifications | Yes, as part of MySQL 8.0 | Yes |

**23.2.6.2** **NDB** **and** **InnoDB** **Workloads**

NDB Cluster has a range of unique attributes that make it ideal to serve applications requiring high availability, fast failover, high throughput, and low latency. Due to its distributed architecture and multi- node implementation, NDB Cluster also has specific constraints that may keep some workloads from performing well. A number of major differences in behavior between the [NDB](#_bookmark58) and InnoDB storage engines with regard to some common types of database-driven application workloads are shown in the following table::

**Table** **23.3** **Differences** **between** **InnoDB** **and** **NDB** **storage** **engines,** **common** **types** **of** **data-driven** **application** **workloads.**

|  |  |  |
| --- | --- | --- |
| **Workload** | **InnoDB** | **NDB** **Cluster** **(**[**NDB**](#_bookmark58)**)** |
| High-Volume OLTP Applications | Yes | Yes |
| DSS Applications (data marts, analytics) | Yes | Limited (Join operations across OLTP datasets not exceeding 3TB in size) |
| Custom Applications | Yes | Yes |
| Packaged Applications | Yes | Limited (should be mostly primary key access); NDB Cluster 8.0 supports foreign keys |
| In-Network Telecoms Applications (HLR, HSS, SDP) | No | Yes |
| Session Management and  Caching | Yes | Yes |
| E-Commerce Applications | Yes | Yes |
| User Profile Management, AAA Protocol | Yes | Yes |

**23.2.6.3** **NDB** **and** **InnoDB** **Feature** **Usage** **Summary**

When comparing application feature requirements to the capabilities of InnoDB with [NDB](#_bookmark58), some are clearly more compatible with one storage engine than the other.

The following table lists supported application features according to the storage engine to which each feature is typically better suited.
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**Table** **23.4** **Supported** **application** **features** **according** **to** **the** **storage** **engine** **to** **which** **each** **feature** **is** **typically** **better** **suited**

|  |  |  |  |
| --- | --- | --- | --- |
| **Preferred** **application** **requirements** **for** **InnoDB** | | | **Preferred** **application** **requirements** **for** [**NDB**](#_bookmark58) |
| • Foreign keys | | | • Write scaling  • 99.999% uptime  • Online addition of nodes and online schema operations  • Multiple SQL and NoSQL APIs (see [NDB](https://dev.mysql.com/doc/ndbapi/en/mysql-cluster-api-overview.html) [Cluster APIs: Overview and Concepts](https://dev.mysql.com/doc/ndbapi/en/mysql-cluster-api-overview.html))  • Real-time performance  • Limited use of BLOB columns  • Foreign keys are supported, although their use may have an impact on performance at high throughput |
|  |  | **Note**  NDB Cluster 8.0  supports foreign keys |
| • Full table scans  • Very large databases, rows, or transactions  • Transactions other than READ COMMITTED | | |

**23.2.7** **Known** **Limitations** **of** **NDB** **Cluster**

In the sections that follow, we discuss known limitations in current releases of NDB Cluster as compared with the features available when using the MyISAM and InnoDB storage engines. If you check the “Cluster” category in the MySQL bugs database at <http://bugs.mysql.com>, you can find known bugs in the following categories under “MySQL Server:” in the MySQL bugs database at [http://](http://bugs.mysql.com) [bugs.mysql.com](http://bugs.mysql.com), which we intend to correct in upcoming releases of NDB Cluster:

• NDB Cluster

• Cluster Direct API (NDBAPI)

• Cluster Disk Data

• Cluster Replication

• ClusterJ

This information is intended to be complete with respect to the conditions just set forth. You can report any discrepancies that you encounter to the MySQL bugs database using the instructions given in Section 1.5, “How to Report Bugs or Problems” . Any problem which we do not plan to fix in NDB Cluster 8.0, is added to the list.

See [Section 23.2.7.11, “Previous NDB Cluster Issues Resolved in NDB Cluster 8.0”](#_bookmark90) for a list of issues in earlier releases that have been resolved in NDB Cluster 8.0.

**Note**

Limitations and other issues specific to NDB Cluster Replication are described in Section 23.7.3, “Known Issues in NDB Cluster Replication” .

**23.2.7.1** **Noncompliance** **with** **SQL** **Syntax** **in** **NDB** **Cluster**

Some SQL statements relating to certain MySQL features produce errors when used with [NDB](#_bookmark58) tables, as described in the following list:

• **Temporary** **tables.** Temporary tables are not supported. Trying either to create a temporary table that uses the [NDB](#_bookmark58) storage engine or to alter an existing temporary table to use [NDB](#_bookmark58) fails with the error Table storage engine 'ndbcluster' does not support the create option 'TEMPORARY'.

• **Indexes** **and** **keys** **in** **NDB** **tables.** Keys and indexes on NDB Cluster tables are subject to the

following limitations:

• **Column** **width.** Attempting to create an index on an NDB table column whose width is greater than 3072 bytes succeeds, but only the first 3072 bytes are actually used for the index. In such cases, a warning Specified key was too long; max key length is 3072 bytes is issued, and a SHOW CREATE TABLE statement shows the length of the index as 3072.

• **TEXT** **and** **BLOB** **columns.** You cannot create indexes on [NDB](#_bookmark58) table columns that use any of the TEXT or BLOB data types.

• **FULLTEXT** **indexes.** The [NDB](#_bookmark58) storage engine does not support FULLTEXT indexes, which are possible for MyISAM and InnoDB tables only.

However, you can create indexes on VARCHAR columns of [NDB](#_bookmark58) tables.

• **USING** **HASH** **keys** **and** **NULL.** Using nullable columns in unique keys and primary keys means that queries using these columns are handled as full table scans. To work around this issue, make the column NOT NULL, or re-create the index without the USING HASH option.

• **Prefixes.** There are no prefix indexes; only entire columns can be indexed. (The size of an NDB column index is always the same as the width of the column in bytes, up to and including 3072 bytes, as described earlier in this section. Also see [Section 23.2.7.6, “Unsupported or Missing](#_bookmark130) [Features in NDB Cluster”](#_bookmark130) , for additional information.)

• **BIT** **columns.** A BIT column cannot be a primary key, unique key, or index, nor can it be part of a composite primary key, unique key, or index.

• **AUTO\_INCREMENT** **columns.** Like other MySQL storage engines, the [NDB](#_bookmark58) storage engine can handle a maximum of one AUTO\_INCREMENT column per table, and this column must be indexed. However, in the case of an NDB table with no explicit primary key, an AUTO\_INCREMENT column is automatically defined and used as a “hidden” primary key. For this reason, you cannot

create an NDB table having an AUTO\_INCREMENT column and no explicit primary key. The following CREATE TABLE statements do not work, as shown here:

# No index on AUTO\_INCREMENT column; table has no primary key

# Raises [ER\_WRONG\_AUTO\_KEY](https://dev.mysql.com/doc/mysql-errors/8.0/en/server-error-reference.html#error_er_wrong_auto_key)

mysql> **CREATE** **TABLE** **n** **(**

->

->

->

-> **ENGINE=NDB;**

ERROR 1075 (42000): Incorrect table definition; there can be only one auto

column and it must be defined as a key

# Index on AUTO\_INCREMENT column; table has no primary key

# Raises NDB error [4335](https://dev.mysql.com/doc/ndbapi/en/ndb-error-codes-application-error.html#ndberrno-4335)

mysql> **CREATE** **TABLE** **n** **(**

->

->

->

->

-> ENGINE=NDB;

ERROR 1296 (HY000): Got error 4335 'Only one autoincrement column allowed per

table. Having a table without primary key uses an autoincr' from NDBCLUSTER

**a** **INT,**

**b** **INT** **AUTO\_INCREMENT,**

KEY k (b)

)

**a** **INT,**

**b** **INT** **AUTO\_INCREMENT**

**)**

The following statement creates a table with a primary key, an AUTO\_INCREMENT column, and an index on this column, and succeeds:

# Index on AUTO\_INCREMENT column; table has a primary key

mysql> CREATE TABLE n (

|  |  |
| --- | --- |
| ->  ->  -> | a INT PRIMARY KEY, b INT AUTO\_INCREMENT, KEY k (b) |

-> )

-> ENGINE=NDB;

Query OK, 0 rows affected (0.38 sec)

• **Restrictions** **on** **foreign** **keys.** Support for foreign key constraints in NDB 8.0 is comparable to that provided by InnoDB, subject to the following restrictions:

• Every column referenced as a foreign key requires an explicit unique key, if it is not the table's primary key.

• ON UPDATE CASCADE is not supported when the reference is to the parent table's primary key.

This is because an update of a primary key is implemented as a delete of the old row (containing the old primary key) plus an insert of the new row (with a new primary key). This is not visible to the NDB kernel, which views these two rows as being the same, and thus has no way of knowing that this update should be cascaded.

• ON DELETE CASCADE is also not supported where the child table contains one or more columns of any of the TEXT or BLOB types. (Bug #89511, Bug #27484882)

• SET DEFAULT is not supported. (Also not supported by InnoDB.)

• The NO ACTION keyword is accepted but treated as RESTRICT. NO ACTION, which is a standard SQL keyword, is the default in MySQL 8.0. (Also the same as with InnoDB.)

• In earlier versions of NDB Cluster, when creating a table with foreign key referencing an index in another table, it sometimes appeared possible to create the foreign key even if the order of the columns in the indexes did not match, due to the fact that an appropriate error was not always returned internally. A partial fix for this issue improved the error used internally to work in most cases; however, it remains possible for this situation to occur in the event that the parent index is a unique index. (Bug #18094360)

For more information, see Section 13.1.20.5, “FOREIGN KEY Constraints” , and Section 1.6.3.2,

“FOREIGN KEY Constraints” .

• **NDB** **Cluster** **and** **geometry** **data** **types.**

Geometry data types (WKT and WKB) are supported for [NDB](#_bookmark58) tables. However, spatial indexes are not supported.

• **Character** **sets** **and** **binary** **log** **files.** Currently, the ndb\_apply\_status and ndb\_binlog\_index tables are created using the latin1 (ASCII) character set. Because names of binary logs are recorded in this table, binary log files named using non-Latin characters are not referenced correctly in these tables. This is a known issue, which we are working to fix. (Bug #50226)

To work around this problem, use only Latin-1 characters when naming binary log files or setting any the --basedir, --log-bin, or --log-bin-index options.

• **Creating** **NDB** **tables** **with** **user-defined** **partitioning.** Support for user-defined partitioning in NDB Cluster is restricted to [LINEAR] KEY partitioning. Using any other partitioning type with ENGINE=NDB or ENGINE=NDBCLUSTER in a CREATE TABLE statement results in an error.

It is possible to override this restriction, but doing so is not supported for use in production settings. For details, see User-defined partitioning and the NDB storage engine (NDB Cluster).

**Default** **partitioning** **scheme.** All NDB Cluster tables are by default partitioned by KEY using the table's primary key as the partitioning key. If no primary key is explicitly set for the table, the
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CREATE TABLE and ALTER TABLE statements that would cause a user-partitioned [NDBCLUSTER](#_bookmark58) table not to meet either or both of the following two requirements are not permitted, and fail with an error:

1. The table must have an explicit primary key.

2. All columns listed in the table's partitioning expression must be part of the primary key.

**Exception.** If a user-partitioned [NDBCLUSTER](#_bookmark58) table is created using an empty column-list (that is, using PARTITION BY [LINEAR] KEY()), then no explicit primary key is required.

**Maximum** **number** **of** **partitions** **for** **NDBCLUSTER** **tables.** The maximum number of partitions that can defined for a [NDBCLUSTER](#_bookmark58) table when employing user-defined partitioning is 8 per node group. (See [Section 23.2.2, “NDB Cluster Nodes, Node Groups, Fragment Replicas, and Partitions”](#_bookmark63) , for more information about NDB Cluster node groups.

**DROP** **PARTITION** **not** **supported.** It is not possible to drop partitions from [NDB](#_bookmark58) tables using ALTER TABLE ... DROP PARTITION. The other partitioning extensions to ALTER TABLE—ADD PARTITION, REORGANIZE PARTITION, and COALESCE PARTITION—are supported for NDB tables, but use copying and so are not optimized. See Section 24.3.1, “Management of RANGE and LIST Partitions” and Section 13.1.9, “ALTER TABLE Statement” .

**Partition** **selection.** Partition selection is not supported for NDB tables. See Section 24.5, “Partition Selection” , for more information.

• **JSON** **data** **type.** The MySQL JSON data type is supported for NDB tables in the mysqld supplied

with NDB 8.0.

An NDB table can have a maximum of 3 JSON columns.

The NDB API has no special provision for working with JSON data, which it views simply as BLOB data. Handling data as JSON must be performed by the application.

**23.2.7.2** **Limits** **and** **Differences** **of** **NDB** **Cluster** **from** **Standard** **MySQL** **Limits**

In this section, we list limits found in NDB Cluster that either differ from limits found in, or that are not found in, standard MySQL.

**Memory** **usage** **and** **recovery.** Memory consumed when data is inserted into an [NDB](#_bookmark58) table is not automatically recovered when deleted, as it is with other storage engines. Instead, the following rules hold true:

• A DELETE statement on an [NDB](#_bookmark58) table makes the memory formerly used by the deleted rows available for re-use by inserts on the same table only. However, this memory can be made available for general re-use by performing OPTIMIZE TABLE.

A rolling restart of the cluster also frees any memory used by deleted rows. See Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” .

• A DROP TABLE or TRUNCATE TABLE operation on an [NDB](#_bookmark58) table frees the memory that was used by this table for re-use by any [NDB](#_bookmark58) table, either by the same table or by another [NDB](#_bookmark58) table.

**Note**

Recall that TRUNCATE TABLE drops and re-creates the table. See Section 13.1.37, “TRUNCATE TABLE Statement” .

• **Limits** **imposed** **by** **the** **cluster's** **configuration.**
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A number of hard limits exist which are configurable, but available main memory in the cluster sets limits. See the complete list of configuration parameters in [Section 23.4.3, “NDB Cluster](#_bookmark80) [Configuration Files”](#_bookmark80) . Most configuration parameters can be upgraded online. These hard limits include:

• Database memory size and index memory size ([DataMemory](#_bookmark108) and [IndexMemory](#_bookmark132), respectively).

[DataMemory](#_bookmark108) is allocated as 32KB pages. As each [DataMemory](#_bookmark108) page is used, it is assigned to a specific table; once allocated, this memory cannot be freed except by dropping the table.

See [Section 23.4.3.6, “Defining NDB Cluster Data Nodes”](#_bookmark86) , for more information.

• The maximum number of operations that can be performed per transaction is set using the configuration parameters [MaxNoOfConcurrentOperations](#_bookmark95) and [MaxNoOfLocalOperations](#_bookmark124).

**Note**

Bulk loading, TRUNCATE TABLE, and ALTER TABLE are handled as special cases by running multiple transactions, and so are not subject to this limitation.

• Different limits related to tables and indexes. For example, the maximum number of ordered indexes in the cluster is determined by [MaxNoOfOrderedIndexes](#_bookmark133), and the maximum number of ordered indexes per table is 16.

• **Node** **and** **data** **object** **maximums.** The following limits apply to numbers of cluster nodes and

metadata objects:

• The maximum number of data nodes is 144. (In NDB 7.6 and earlier, this was 48.) A data node must have a node ID in the range of 1 to 144, inclusive.

Management and API nodes may use node IDs in the range 1 to 255, inclusive.

• The total maximum number of nodes in an NDB Cluster is 255. This number includes all SQL nodes (MySQL Servers), API nodes (applications accessing the cluster other than MySQL servers), data nodes, and management servers.

• The maximum number of metadata objects in current versions of NDB Cluster is 20320. This limit is hard-coded.

See [Section 23.2.7.11, “Previous NDB Cluster Issues Resolved in NDB Cluster 8.0”](#_bookmark90) , for more information.

**23.2.7.3** **Limits** **Relating** **to** **Transaction** **Handling** **in** **NDB** **Cluster**

A number of limitations exist in NDB Cluster with regard to the handling of transactions. These include the following:

• **Transaction** **isolation** **level.** The [NDBCLUSTER](#_bookmark58) storage engine supports only the READ COMMITTED transaction isolation level. ( InnoDB, for example, supports READ COMMITTED, READ UNCOMMITTED, REPEATABLE READ, and SERIALIZABLE.) You should keep in mind that NDB implements READ COMMITTED on a per-row basis; when a read request arrives at the data node storing the row, what is returned is the last committed version of the row at that time.

Uncommitted data is never returned, but when a transaction modifying a number of rows commits concurrently with a transaction reading the same rows, the transaction performing the read can observe “before” values, “after” values, or both, for different rows among these, due to the fact that a given row read request can be processed either before or after the commit of the other transaction.

To ensure that a given transaction reads only before or after values, you can impose row locks using SELECT ... LOCK IN SHARE MODE. In such cases, the lock is held until the owning transaction is committed. Using row locks can also cause the following issues:

• Increased frequency of lock wait timeout errors, and reduced concurrency

• Increased transaction processing overhead due to reads requiring a commit phase

• Possibility of exhausting the available number of concurrent locks, which is limited by

[MaxNoOfConcurrentOperations](#_bookmark95)

NDB uses READ COMMITTED for all reads unless a modifier such as LOCK IN SHARE MODE or FOR UPDATE is used. LOCK IN SHARE MODE causes shared row locks to be used; FOR UPDATE causes exclusive row locks to be used. Unique key reads have their locks upgraded automatically by NDB to ensure a self-consistent read; BLOB reads also employ extra locking for consistency.

See Section 23.6.8.4, “NDB Cluster Backup Troubleshooting” , for information on how NDB Cluster's implementation of transaction isolation level can affect backup and restoration of NDB databases.

• **Transactions** **and** **BLOB** **or** **TEXT** **columns.** [NDBCLUSTER](#_bookmark58) stores only part of a column value that uses any of MySQL's BLOB or TEXT data types in the table visible to MySQL; the remainder of the BLOB or TEXT is stored in a separate internal table that is not accessible to MySQL. This gives rise to two related issues of which you should be aware whenever executing SELECT statements on tables that contain columns of these types:

1. For any SELECT from an NDB Cluster table: If the SELECT includes a BLOB or TEXT column, the READ COMMITTED transaction isolation level is converted to a read with read lock. This is done to guarantee consistency.

2. For any SELECT which uses a unique key lookup to retrieve any columns that use any of the BLOB or TEXT data types and that is executed within a transaction, a shared read lock is held on the table for the duration of the transaction—that is, until the transaction is either committed or aborted.

This issue does not occur for queries that use index or table scans, even against [NDB](#_bookmark58) tables having BLOB or TEXT columns.

For example, consider the table t defined by the following CREATE TABLE statement:

CREATE TABLE t (

a INT NOT NULL AUTO\_INCREMENT PRIMARY KEY,

b INT NOT NULL,

c INT NOT NULL,

d TEXT,

INDEX i(b),

UNIQUE KEY u(c)

) ENGINE = NDB,

The following query on t causes a shared read lock, because it uses a unique key lookup:

SELECT \* FROM t WHERE c = 1;

However, none of the four queries shown here causes a shared read lock:

SELECT \* FROM t WHERE b = 1;

SELECT \* FROM t WHERE d = '1';

SELECT \* FROM t;
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SELECT b,c WHERE a = 1;

This is because, of these four queries, the first uses an index scan, the second and third use table scans, and the fourth, while using a primary key lookup, does not retrieve the value of any BLOB or TEXT columns.

You can help minimize issues with shared read locks by avoiding queries that use unique key lookups that retrieve BLOB or TEXT columns, or, in cases where such queries are not avoidable, by committing transactions as soon as possible afterward.

• **Unique** **key** **lookups** **and** **transaction** **isolation.** Unique indexes are implemented in NDB using

a hidden index table which is maintained internally. When a user-created NDB table is accessed using a unique index, the hidden index table is first read to find the primary key that is then used to read the user-created table. To avoid modification of the index during this double-read operation, the row found in the hidden index table is locked. When a row referenced by a unique index in the user- created NDB table is updated, the hidden index table is subject to an exclusive lock by the transaction in which the update is performed. This means that any read operation on the same (user-created) NDB table must wait for the update to complete. This is true even when the transaction level of the read operation is READ COMMITTED.

One workaround which can be used to bypass potentially blocking reads is to force the SQL node to ignore the unique index when performing the read. This can be done by using the IGNORE INDEX index hint as part of the SELECT statement reading the table (see Section 8.9.4, “Index Hints” ). Because the MySQL server creates a shadowing ordered index for every unique index created in NDB, this lets the ordered index be read instead, and avoids unique index access locking. The resulting read is as consistent as a committed read by primary key, returning the last committed value at the time the row is read.

Reading via an ordered index makes less efficient use of resources in the cluster, and may have higher latency.

It is also possible to avoid using the unique index for access by querying for ranges rather than for unique values.

• **Rollbacks.** There are no partial transactions, and no partial rollbacks of transactions. A duplicate key or similar error causes the entire transaction to be rolled back.

This behavior differs from that of other transactional storage engines such as InnoDB that may roll back individual statements.

• **Transactions** **and** **memory** **usage.**

As noted elsewhere in this chapter, NDB Cluster does not handle large transactions well; it is better to perform a number of small transactions with a few operations each than to attempt a single large transaction containing a great many operations. Among other considerations, large transactions require very large amounts of memory. Because of this, the transactional behavior of a number of MySQL statements is affected as described in the following list:

• TRUNCATE TABLE is not transactional when used on [NDB](#_bookmark58) tables. If a TRUNCATE TABLE fails to empty the table, then it must be re-run until it is successful.

• DELETE FROM (even with no WHERE clause) *is* transactional. For tables containing a great many rows, you may find that performance is improved by using several DELETE FROM ...

LIMIT ... statements to “chunk” the delete operation. If your objective is to empty the table, then you may wish to use TRUNCATE TABLE instead.

• **LOAD** **DATA** **statements.** LOAD DATA is not transactional when used on [NDB](#_bookmark58) tables.

**Important**

When executing a LOAD DATA statement, the [NDB](#_bookmark58) engine performs commits at irregular intervals that enable better utilization of the

communication network. It is not possible to know ahead of time when such commits take place.

• **ALTER** **TABLE** **and** **transactions.** When copying an [NDB](#_bookmark58) table as part of an ALTER TABLE, the creation of the copy is nontransactional. (In any case, this operation is rolled back when the copy is deleted.)

• **Transactions** **and** **the** **COUNT()** **function.** When using NDB Cluster Replication, it is not possible to guarantee the transactional consistency of the COUNT() function on the replica. In other words, when performing on the source a series of statements ( INSERT, DELETE, or both) that changes the number of rows in a table within a single transaction, executing SELECT COUNT(\*) FROM *table* queries on the replica may yield intermediate results. This is due to the fact that SELECT COUNT(...) may perform dirty reads, and is not a bug in the [NDB](#_bookmark58) storage engine. (See Bug #31321 for more information.)

**23.2.7.4** **NDB** **Cluster** **Error** **Handling**

Starting, stopping, or restarting a node may give rise to temporary errors causing some transactions to fail. These include the following cases:

• **Temporary** **errors.** When first starting a node, it is possible that you may see Error 1204 Temporary failure, distribution changed and similar temporary errors.

• **Errors** **due** **to** **node** **failure.** The stopping or failure of any data node can result in a number of different node failure errors. (However, there should be no aborted transactions when performing a planned shutdown of the cluster.)

In either of these cases, any errors that are generated must be handled within the application. This should be done by retrying the transaction.

See also [Section 23.2.7.2, “Limits and Differences of NDB Cluster from Standard MySQL Limits”](#_bookmark131) .

**23.2.7.5** **Limits** **Associated** **with** **Database** **Objects** **in** **NDB** **Cluster**

Some database objects such as tables and indexes have different limitations when using the [NDBCLUSTER](#_bookmark58) storage engine:

• **Number** **of** **database** **objects.** The maximum number of *all* [NDB](#_bookmark58) database objects in a single NDB Cluster—including databases, tables, and indexes— is limited to 20320.

• **Attributes** **per** **table.** The maximum number of attributes (that is, columns and indexes) that can belong to a given table is 512.

• **Attributes** **per** **key.** The maximum number of attributes per key is 32.

• **Row** **size.** In NDB 8.0, the maximum permitted size of any one row is 30000 bytes (increased from 14000 bytes in previous releases).

Each BLOB or TEXT column contributes 256 + 8 = 264 bytes to this total; this includes JSON columns. See String Type Storage Requirements, as well as JSON Storage Requirements, for more information relating to these types.

In addition, the maximum offset for a fixed-width column of an NDB table is 8188 bytes; attempting to create a table that violates this limitation fails with NDB error 851 Maximum offset for fixed-size columns exceeded. For memory-based columns, you can work around this limitation by using a variable-width column type such as VARCHAR or defining the column as COLUMN\_FORMAT=DYNAMIC; this does not work with columns stored on disk. For disk-based columns, you may be able to do so by reordering one or more of the table's disk-based columns such that the combined width of all but the disk-based column defined last in the CREATE TABLE statement used to create the table does not exceed 8188 bytes, less any possible rounding performed for some data types such as CHAR or VARCHAR; otherwise it is necessary to use memory- based storage for one or more of the offending column or columns instead.
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• **BIT** **column** **storage** **per** **table.** The maximum combined width for all BIT columns used in a

given NDB table is 4096.

• **FIXED** **column** **storage.** NDB Cluster 8.0 supports a maximum of 128 TB per fragment of data in

FIXED columns.

**23.2.7.6** **Unsupported** **or** **Missing** **Features** **in** **NDB** **Cluster**

A number of features supported by other storage engines are not supported for [NDB](#_bookmark58) tables. Trying to use any of these features in NDB Cluster does not cause errors in or of itself; however, errors may occur in applications that expects the features to be supported or enforced. Statements referencing such features, even if effectively ignored by NDB, must be syntactically and otherwise valid.

• **Index** **prefixes.** Prefixes on indexes are not supported for NDB tables. If a prefix is used as part of an index specification in a statement such as CREATE TABLE, ALTER TABLE, or CREATE INDEX, the prefix is not created by NDB.

A statement containing an index prefix, and creating or modifying an NDB table, must still be syntactically valid. For example, the following statement always fails with Error 1089 Incorrect prefix key; the used key part isn't a string, the used length is longer than the key part, or the storage engine doesn't support unique prefix keys, regardless of storage engine:

CREATE TABLE t1 (

c1 INT NOT NULL,

*c2* *VARCHAR(100),*

*INDEX* *i1* *(c2(500))*

);

This happens on account of the SQL syntax rule that no index may have a prefix larger than itself.

• **Savepoints** **and** **rollbacks.** Savepoints and rollbacks to savepoints are ignored as in MyISAM.

• **Durability** **of** **commits.** There are no durable commits on disk. Commits are replicated, but there is no guarantee that logs are flushed to disk on commit.

• **Replication.** Statement-based replication is not supported. Use --binlog-format=ROW (or --binlog-format=MIXED) when setting up cluster replication. See Section 23.7, “NDB Cluster Replication” , for more information.

Replication using global transaction identifiers (GTIDs) is not compatible with NDB Cluster, and is not supported in NDB Cluster 8.0. Do not enable GTIDs when using the NDB storage engine, as this is very likely to cause problems up to and including failure of NDB Cluster Replication.

Semisynchronous replication is not supported in NDB Cluster.

• **Generated** **columns.** The NDB storage engine does not support indexes on virtual generated

columns.

As with other storage engines, you can create an index on a stored generated column, but you should bear in mind that NDB uses [DataMemory](#_bookmark108) for storage of the generated column as well as [IndexMemory](#_bookmark132) for the index. See JSON columns and indirect indexing in NDB Cluster, for an example.

NDB Cluster writes changes in stored generated columns to the binary log, but does log not those made to virtual columns. This should not effect NDB Cluster Replication or replication between NDB and other MySQL storage engines.

**Note**

See [Section 23.2.7.3, “Limits Relating to Transaction Handling in NDB Cluster”](#_bookmark134) , for more information relating to limitations on transaction handling in [NDB](#_bookmark58).

**23.2.7.7** **Limitations** **Relating** **to** **Performance** **in** **NDB** **Cluster**

The following performance issues are specific to or especially pronounced in NDB Cluster:

• **Range** **scans.** There are query performance issues due to sequential access to the [NDB](#_bookmark58) storage engine; it is also relatively more expensive to do many range scans than it is with either MyISAM or InnoDB.

• **Reliability** **of** **Records** **in** **range.** The Records in range statistic is available but is not completely tested or officially supported. This may result in nonoptimal query plans in some cases. If necessary, you can employ USE INDEX or FORCE INDEX to alter the execution plan. See Section 8.9.4, “Index Hints” , for more information on how to do this.

• **Unique** **hash** **indexes.** Unique hash indexes created with USING HASH cannot be used for accessing a table if NULL is given as part of the key.

**23.2.7.8** **Issues** **Exclusive** **to** **NDB** **Cluster**

The following are limitations specific to the [NDB](#_bookmark58) storage engine:

• **Machine** **architecture.** All machines used in the cluster must have the same architecture. That is, all machines hosting nodes must be either big-endian or little-endian, and you cannot use a mixture of both. For example, you cannot have a management node running on a PowerPC which directs a data node that is running on an x86 machine. This restriction does not apply to machines simply running mysql or other clients that may be accessing the cluster's SQL nodes.

• **Binary** **logging.**

NDB Cluster has the following limitations or restrictions with regard to binary logging:

• sql\_log\_bin has no effect on data operations; however, it is supported for schema operations.

• NDB Cluster cannot produce a binary log for tables having BLOB columns but no primary key.

• Only the following schema operations are logged in a cluster binary log which is *not* on the mysqld executing the statement:

• CREATE TABLE

• ALTER TABLE

• DROP TABLE

• CREATE DATABASE / CREATE SCHEMA

• DROP DATABASE / DROP SCHEMA

• CREATE TABLESPACE

• ALTER TABLESPACE

• DROP TABLESPACE

• CREATE LOGFILE GROUP

• ALTER LOGFILE GROUP

• DROP LOGFILE GROUP

• **Schema** **operations.** Schema operations (DDL statements) are rejected while any data

node restarts. Schema operations are also not supported while performing an online upgrade or downgrade.
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• **Number** **of** **fragment** **replicas.** The number of fragment replicas, as determined by the [NoOfReplicas](#_bookmark85) data node configuration parameter, is the number of copies of all data stored by NDB Cluster. Setting this parameter to 1 means there is only a single copy; in this case, no redundancy is provided, and the loss of a data node entails loss of data. To guarantee redundancy, and thus preservation of data even if a data node fails, set this parameter to 2, which is the default and recommended value in production.

Setting [NoOfReplicas](#_bookmark85) to a value greater than 2 is supported (to a maximum of 4) but unnecessary to guard against loss of data.

See also [Section 23.2.7.10, “Limitations Relating to Multiple NDB Cluster Nodes”](#_bookmark135) .

**23.2.7.9** **Limitations** **Relating** **to** **NDB** **Cluster** **Disk** **Data** **Storage**

**Disk** **Data** **object** **maximums** **and** **minimums.** Disk data objects are subject to the following

maximums and minimums:

• Maximum number of tablespaces: 2 (4294967296)

• Maximum number of data files per tablespace: 216 (65536)

• The minimum and maximum possible sizes of extents for tablespace data files are 32K and 2G, respectively. See Section 13.1.21, “CREATE TABLESPACE Statement” , for more information.

In addition, when working with NDB Disk Data tables, you should be aware of the following issues regarding data files and extents:

• Data files use [DataMemory](#_bookmark108). Usage is the same as for in-memory data.

• Data files use file descriptors. It is important to keep in mind that data files are always open, which means the file descriptors are always in use and cannot be re-used for other system tasks.

• Extents require sufficient DiskPageBufferMemory; you must reserve enough for this parameter to account for all memory used by all extents (number of extents times size of extents).

**Disk** **Data** **tables** **and** **diskless** **mode.** Use of Disk Data tables is not supported when running the

cluster in diskless mode.

**23.2.7.10** **Limitations** **Relating** **to** **Multiple** **NDB** **Cluster** **Nodes**

**Multiple** **SQL** **nodes.**

The following are issues relating to the use of multiple MySQL servers as NDB Cluster SQL nodes, and are specific to the [NDBCLUSTER](#_bookmark58) storage engine:

• **Stored** **programs** **not** **distributed.** Stored procedures, stored functions, triggers, and scheduled events are all supported by tables using the [NDB](#_bookmark58) storage engine, but these do *not* propagate automatically between MySQL Servers acting as Cluster SQL nodes, and must be re-created separately on each SQL node. See Stored routines and triggers in NDB Cluster.

• **No** **distributed** **table** **locks.** A LOCK TABLES statement or GET\_LOCK() call works only for the SQL node on which the lock is issued; no other SQL node in the cluster “sees” this lock. This is true for a lock issued by any statement that locks tables as part of its operations. (See next item for an example.)

Implementing table locks in NDBCLUSTER can be done in an API application, and ensuring that all applications start by setting [LockMode](https://dev.mysql.com/doc/ndbapi/en/ndb-ndboperation.html#ndb-ndboperation-lockmode) to LM\_Read or LM\_Exclusive. For more information about how to do this, see the description of [NdbOperation::getLockHandle()](https://dev.mysql.com/doc/ndbapi/en/ndb-ndboperation.html#ndb-ndboperation-getlockhandle) in the *NDB* *Cluster* *API*

*Guide*.

• **ALTER** **TABLE** **operations.** ALTER TABLE is not fully locking when running multiple MySQL servers (SQL nodes). (As discussed in the previous item, NDB Cluster does not support distributed table locks.)
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When using multiple management servers:

• If any of the management servers are running on the same host, you must give nodes explicit

IDs in connection strings because automatic allocation of node IDs does not work across multiple management servers on the same host. This is not required if every management server resides on a different host.

• When a management server starts, it first checks for any other management server in the same NDB Cluster, and upon successful connection to the other management server uses its configuration data. This means that the management server --reload and --initial startup options are ignored unless the management server is the only one running. It also means that, when performing a rolling restart of an NDB Cluster with multiple management nodes, the management server reads its own configuration file if (and only if) it is the only management server running in this NDB Cluster. See Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” , for more information.

**Multiple** **network** **addresses.** Multiple network addresses per data node are not supported. Use of these is liable to cause problems: In the event of a data node failure, an SQL node waits for confirmation that the data node went down but never receives it because another route to that data node remains open. This can effectively make the cluster inoperable.

**Note**

It is possible to use multiple network hardware *interfaces* (such as Ethernet cards) for a single data node, but these must be bound to the same address. This also means that it not possible to use more than one [tcp] section per connection in the config.ini file. See Section 23.4.3.10, “NDB Cluster TCP/ IP Connections” , for more information.

**23.2.7.11** **Previous** **NDB** **Cluster** **Issues** **Resolved** **in** **NDB** **Cluster** **8.0**

A number of limitations and related issues that existed in earlier versions of NDB Cluster have been resolved in NDB 8.0. These are described briefly in the following list:

• **Database** **and** **table** **names.** In NDB 7.6 and earlier, when using the NDB storage engine, the

maximum allowed length both for database names and for table names was 63 characters, and a statement using a database name or table name longer than this limit failed with an appropriate error. In NDB 8.0, this restriction is lifted; identifiers for NDB databases and tables may now use up to 64 bytes, as with other MySQL database and table names.

• **IPv6** **support.** Prior to NDB 8.0.22, it was necessary for all network addresses used for connections between nodes within an NDB Cluster to use or to be resolvable to IPv4 addresses. Beginning with NDB 8.0.22, NDB supports IPv6 addresses for all types of cluster nodes, as well as for applications that use the NDB API or MGM API.

For more information, see [Known Issues When Upgrading or Downgrading NDB Cluster](#_bookmark136).

**23.3** **NDB** **Cluster** **Installation**

This section describes the basics for planning, installing, configuring, and running an NDB Cluster. Whereas the examples in [Section 23.4, “Configuration of NDB Cluster”](#_bookmark77) provide more in-depth information on a variety of clustering options and configuration, the result of following the guidelines and procedures outlined here should be a usable NDB Cluster which meets the *minimum* requirements for availability and safeguarding of data.

For information about upgrading or downgrading an NDB Cluster between release versions, see [Section 23.3.7, “Upgrading and Downgrading NDB Cluster”](#_bookmark75) .

This section covers hardware and software requirements; networking issues; installation of NDB Cluster; basic configuration issues; starting, stopping, and restarting the cluster; loading of a sample database; and performing queries.

**Assumptions.** The following sections make a number of assumptions regarding the cluster's physical and network configuration. These assumptions are discussed in the next few paragraphs.

**Cluster** **nodes** **and** **host** **computers.** The cluster consists of four nodes, each on a separate host

computer, and each with a fixed network address on a typical Ethernet network as shown here:

**Table** **23.5** **Network** **addresses** **of** **nodes** **in** **example** **cluster**

|  |  |
| --- | --- |
| **Node** | **IP** **Address** |
| Management node (mgmd) | 198.51.100.10 |
| SQL node (mysqld) | 198.51.100.20 |
| Data node "A" (ndbd) | 198.51.100.30 |
| Data node "B" (ndbd) | 198.51.100.40 |

This setup is also shown in the following diagram:

**Figure** **23.4** **NDB** **Cluster** **Multi-Computer** **Setup**

![](data:image/png;base64,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)

**Network** **addressing.** In the interest of simplicity (and reliability), this *How-* *To* uses only numeric IP addresses. However, if DNS resolution is available on your network, it is possible to use host names in lieu of IP addresses in configuring Cluster. Alternatively, you can use the hosts file (typically /etc/ hosts for Linux and other Unix-like operating systems, C:\WINDOWS\system32\drivers\etc \hosts on Windows, or your operating system's equivalent) for providing a means to do host lookup if such is available.

As of NDB 8.0.22, NDB Cluster supports IPv6 for connections between all cluster nodes.

A known issue on Linux platforms when running NDB 8.0.22 and later is that the operating system kernel must provide IPv6 support, even if no IPv6 addresses are in use. If you wish to disable support for IPv6 on the system (because you do not plan to use any IPv6 addresses for NDB Cluster nodes), do so after booting the system, like this:

$> **sysctl** **-w** **net.ipv6.conf.all.disable\_ipv6=1**

$> **sysctl** **-w** **net.ipv6.conf.default.disable\_ipv6=1**
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In NDB 8.0.21 and earlier releases, all network addresses used for connections to or from data and management nodes must use or be resolvable using IPv4, including addresses used by SQL nodes to contact the other nodes.

**Potential** **hosts** **file** **issues.** A common problem when trying to use host names for Cluster nodes arises because of the way in which some operating systems (including some Linux distributions) set up the system's own host name in the /etc/hosts during installation. Consider two machines with the host names ndb1 and ndb2, both in the cluster network domain. Red Hat Linux (including some derivatives such as CentOS and Fedora) places the following entries in these machines' /etc/hosts files:

# ndb1 /etc/hosts:

127.0.0.1 ndb1.cluster ndb1 localhost.localdomain localhost

# ndb2 /etc/hosts:

127.0.0.1 ndb2.cluster ndb2 localhost.localdomain localhost

SUSE Linux (including OpenSUSE) places these entries in the machines' /etc/hosts files:

# ndb1 /etc/hosts:

127.0.0.1 localhost

127.0.0.2 ndb1.cluster ndb1

# ndb2 /etc/hosts:

127.0.0.1 localhost

127.0.0.2 ndb2.cluster ndb2

In both instances, ndb1 routes ndb1.cluster to a loopback IP address, but gets a public IP address from DNS for ndb2.cluster, while ndb2 routes ndb2.cluster to a loopback address and obtains a public address for ndb1.cluster. The result is that each data node connects to the management server, but cannot tell when any other data nodes have connected, and so the data nodes appear to hang while starting.

**Caution**

You cannot mix localhost and other host names or IP addresses in config.ini. For these reasons, the solution in such cases (other than to use IP addresses for *all* config.ini HostName entries) is to remove the fully qualified host names from /etc/hosts and use these in config.ini for all cluster hosts.

**Host** **computer** **type.** Each host computer in our installation scenario is an Intel-based desktop PC running a supported operating system installed to disk in a standard configuration, and running no unnecessary services. The core operating system with standard TCP/IP networking capabilities should be sufficient. Also for the sake of simplicity, we also assume that the file systems on all hosts are set up identically. In the event that they are not, you should adapt these instructions accordingly.

**Network** **hardware.** Standard 100 Mbps or 1 gigabit Ethernet cards are installed on each machine, along with the proper drivers for the cards, and that all four hosts are connected through a standard- issue Ethernet networking appliance such as a switch. (All machines should use network cards with the same throughput. That is, all four machines in the cluster should have 100 Mbps cards *or* all four machines should have 1 Gbps cards.) NDB Cluster works in a 100 Mbps network; however, gigabit Ethernet provides better performance.

**Important**

NDB Cluster is *not* intended for use in a network for which throughput is less than 100 Mbps or which experiences a high degree of latency. For this reason (among others), attempting to run an NDB Cluster over a wide area network such as the Internet is not likely to be successful, and is not supported in production.
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**Sample** **data.** We use the world database which is available for download from the MySQL website (see <https://dev.mysql.com/doc/index-other.html>). We assume that each machine has sufficient memory for running the operating system, required NDB Cluster processes, and (on the data nodes) storing the database.

For general information about installing MySQL, see Chapter 2, *Installing* *and* *Upgrading* *MySQL*. For information about installation of NDB Cluster on Linux and other Unix-like operating systems, see [Section 23.3.1, “Installation of NDB Cluster on Linux”](#_bookmark69) . For information about installation of NDB Cluster on Windows operating systems, see [Section 23.3.2, “Installing NDB Cluster on Windows”](#_bookmark70) .

For general information about NDB Cluster hardware, software, and networking requirements, see [Section 23.2.3, “NDB Cluster Hardware, Software, and Networking Requirements”](#_bookmark64) .

**23.3.1** **Installation** **of** **NDB** **Cluster** **on** **Linux**

This section covers installation methods for NDB Cluster on Linux and other Unix-like operating systems. While the next few sections refer to a Linux operating system, the instructions and procedures given there should be easily adaptable to other supported Unix-like platforms. For manual installation and setup instructions specific to Windows systems, see [Section 23.3.2, “Installing NDB Cluster on](#_bookmark70) [Windows”](#_bookmark70) .

Each NDB Cluster host computer must have the correct executable programs installed. A host running an SQL node must have installed on it a MySQL Server binary (mysqld). Management nodes require the management server daemon (ndb\_mgmd); data nodes require the data node daemon (ndbd or ndbmtd). It is not necessary to install the MySQL Server binary on management node hosts and data node hosts. It is recommended that you also install the management client (ndb\_mgm) on the management server host.

Installation of NDB Cluster on Linux can be done using precompiled binaries from Oracle (downloaded as a .tar.gz archive), with RPM packages (also available from Oracle), or from source code. All three of these installation methods are described in the section that follow.

Regardless of the method used, it is still necessary following installation of the NDB Cluster binaries to create configuration files for all cluster nodes, before you can start the cluster. See [Section 23.3.3,](#_bookmark71) [“Initial Configuration of NDB Cluster”](#_bookmark71) .

**23.3.1.1** **Installing** **an** **NDB** **Cluster** **Binary** **Release** **on** **Linux**

This section covers the steps necessary to install the correct executables for each type of Cluster node from precompiled binaries supplied by Oracle.

For setting up a cluster using precompiled binaries, the first step in the installation process for each cluster host is to download the binary archive from the [NDB Cluster downloads page](https://dev.mysql.com/downloads/cluster/). (For the

most recent 64-bit NDB 8.0 release, this is mysql-cluster-gpl-8.0.32-linux-glibc2.12- x86\_64.tar.gz.) We assume that you have placed this file in each machine's /var/tmp directory.

If you require a custom binary, see Section 2.8.5, “Installing MySQL Using a Development Source

Tree” .

**Note**

After completing the installation, do not yet start any of the binaries. We show you how to do so following the configuration of the nodes (see [Section 23.3.3,](#_bookmark71) [“Initial Configuration of NDB Cluster”](#_bookmark71)).

On each of the machines designated to host SQL nodes, perform the following steps

**SQL** **nodes.**

as the system root user:

1. Check your /etc/passwd and /etc/group files (or use whatever tools are provided by your operating system for managing users and groups) to see whether there is already a mysql group
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$> **groupadd** **mysql**

$> **useradd** **-g** **mysql** **-s** **/bin/false** **mysql**

The syntax for useradd and groupadd may differ slightly on different versions of Unix, or they may have different names such as adduser and addgroup.

2. Change location to the directory containing the downloaded file, unpack the archive, and create a symbolic link named mysql to the mysql directory.

**Note**

The actual file and directory names vary according to the NDB Cluster version number.

$> **cd** **/var/tmp**

$> **tar** **-C** **/usr/local** **-xzvf** **mysql-cluster-gpl-8** **.0** **.32-linux-glibc2** **.12-x86\_64** **.tar** **.gz**

$> **ln** **-s** **/usr/local/mysql-cluster-gpl-8** **.0** **.32-linux-glibc2** **.12-x86\_64** **/usr/local/mysql**

3. Change location to the mysql directory and set up the system databases using mysqld -- initialize as shown here:

$> **cd** **mysql**

$> **mysqld** **--initialize**

This generates a random password for the MySQL root account. If you do *not* want the random password to be generated, you can substitute the --initialize-insecure option for --initialize. In either case, you should review Section 2.9.1, “Initializing the Data Directory” , for additional information before performing this step. See also Section 4.4.2, “mysql\_secure\_installation — Improve MySQL Installation Security” .

4. Set the necessary permissions for the MySQL server and data directories:

$> **chown** **-R** **root** **.**

$> **chown** **-R** **mysql** **data**

$> **chgrp** **-R** **mysql** **.**

5. Copy the MySQL startup script to the appropriate directory, make it executable, and set it to start when the operating system is booted up:

$> **cp** **support-files/mysql** **.server** **/etc/rc** **.d/init** **.d/**

$> **chmod** **+x** **/etc/rc** **.d/init** **.d/mysql** **.server**

$> **chkconfig** **--add** **mysql.server**

(The startup scripts directory may vary depending on your operating system and version—for example, in some Linux distributions, it is /etc/init.d.)

Here we use Red Hat's chkconfig for creating links to the startup scripts; use whatever means is appropriate for this purpose on your platform, such as update-rc.d on Debian.

Remember that the preceding steps must be repeated on each machine where an SQL node is to reside.

**Data** **nodes.** Installation of the data nodes does not require the mysqld binary. Only the NDB Cluster data node executable ndbd (single-threaded) or ndbmtd (multithreaded) is required. These binaries can also be found in the .tar.gz archive. Again, we assume that you have placed this archive in /var/tmp.

As system root (that is, after using sudo, su root, or your system's equivalent for temporarily assuming the system administrator account's privileges), perform the following steps to install the data node binaries on the data node hosts:
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1. Change location to the /var/tmp directory, and extract the ndbd and ndbmtd binaries from the archive into a suitable directory such as /usr/local/bin:

$> **cd** **/var/tmp**

$> **tar** **-zxvf** **mysql-cluster-gpl-8.0.32-linux-glibc2.12-x86\_64.tar.gz**

$> **cd** **mysql-cluster-gpl-8** **.0** **.32-linux-glibc2** **.12-x86\_64**

$> **cp** **bin/ndbd** **/usr/local/bin/ndbd**

$> **cp** **bin/ndbmtd** **/usr/local/bin/ndbmtd**

(You can safely delete the directory created by unpacking the downloaded archive, and the files it contains, from /var/tmp once ndb\_mgm and ndb\_mgmd have been copied to the executables directory.)

2. Change location to the directory into which you copied the files, and then make both of them executable:

$> **cd** **/usr/local/bin**

$> **chmod** **+x** **ndb\***

The preceding steps should be repeated on each data node host.

Although only one of the data node executables is required to run an NDB Cluster data node, we have shown you how to install both ndbd and ndbmtd in the preceding instructions. We recommend that you do this when installing or upgrading NDB Cluster, even if you plan to use only one of them, since this saves time and trouble in the event that you later decide to change from one to the other.

**Note**

The data directory on each machine hosting a data node is /usr/local/ mysql/data. This piece of information is essential when configuring the management node. (See [Section 23.3.3, “Initial Configuration of NDB Cluster”](#_bookmark71) .)

**Management** **nodes.** Installation of the management node does not require the mysqld binary. Only the NDB Cluster management server (ndb\_mgmd) is required; you most likely want to install the management client (ndb\_mgm) as well. Both of these binaries also be found in the .tar.gz archive. Again, we assume that you have placed this archive in /var/tmp.

As system root, perform the following steps to install ndb\_mgmd and ndb\_mgm on the management node host:

1. Change location to the /var/tmp directory, and extract the ndb\_mgm and ndb\_mgmd from the archive into a suitable directory such as /usr/local/bin:

$> **cd** **/var/tmp**

$> **tar** **-zxvf** **mysql-cluster-gpl-8.0.32-linux-glibc2.12-x86\_64.tar.gz**

$> **cd** **mysql-cluster-gpl-8** **.0** **.32-linux-glibc2** **.12-x86\_64**

$> **cp** **bin/ndb\_mgm\*** **/usr/local/bin**

(You can safely delete the directory created by unpacking the downloaded archive, and the files it contains, from /var/tmp once ndb\_mgm and ndb\_mgmd have been copied to the executables directory.)

2. Change location to the directory into which you copied the files, and then make both of them executable:

$> **cd** **/usr/local/bin**

$> **chmod** **+x** **ndb\_mgm\***

In [Section 23.3.3, “Initial Configuration of NDB Cluster”](#_bookmark71) , we create configuration files for all of the nodes in our example NDB Cluster.

**23.3.1.2** **Installing** **NDB** **Cluster** **from** **RPM**

This section covers the steps necessary to install the correct executables for each type of NDB Cluster 8.0 node using RPM packages supplied by Oracle.

As an alternative to the method described in this section, Oracle provides MySQL Repositories for NDB Cluster that are compatible with many common Linux distributions. Two repositories, listed here, are available for RPM-based distributions:

• For distributions using yum or dnf, you can use the MySQL Yum Repository for NDB Cluster. See [*Installing* *MySQL* *NDB* *Cluster* *Using* *the* *Yum* *Repository*](https://dev.mysql.com/doc/mysql-yum-repo-quick-guide/en/#repo-qg-yum-fresh-cluster-install), for instructions and additional information.

• For SLES, you can use the MySQL SLES Repository for NDB Cluster. See [*Installing* *MySQL* *NDB*](https://dev.mysql.com/doc/mysql-sles-repo-quick-guide/en/#repo-qg-sles-fresh-cluster-install) [*Cluster* *Using* *the* *SLES* *Repository*](https://dev.mysql.com/doc/mysql-sles-repo-quick-guide/en/#repo-qg-sles-fresh-cluster-install), for instructions and additional information.

RPMs are available for both 32-bit and 64-bit Linux platforms. The filenames for these RPMs use the following pattern:

mysql-cluster-community-data-node-8.0.32-1.el7.x86\_64.rpm

mysql-cluster-*license*-*component*-*ver*-*rev*.*distro*.*arch*.rpm

*license*:= {commercial | community}

*component*: {management-server | data-node | server | client | *other—see* *text*}

*ver*: *major*.*minor*.*release*

*rev*: *major*[.*minor*]

*distro*: {el6 | el7 | sles12}

*arch*: {i686 | x86\_64}

*license* indicates whether the RPM is part of a Commercial or Community release of NDB Cluster. In the remainder of this section, we assume for the examples that you are installing a Community release.

Possible values for *component*, with descriptions, can be found in the following table:

**Table** **23.6** **Components** **of** **the** **NDB** **Cluster** **RPM** **distribution**

|  |  |
| --- | --- |
| **Component** | **Description** |
| auto-installer (DEPRECATED) | NDB Cluster Auto Installer program; see  [Section 23.3.8, “The NDB Cluster Auto-Installer](#_bookmark76) [(NO LONGER SUPPORTED)”](#_bookmark76) , for usage |
| client | MySQL and NDB client programs; includes mysql client, ndb\_mgm client, and other client tools |
| common | Character set and error message information needed by the MySQL server |
| data-node | ndbd and ndbmtd data node binaries |
| devel | Headers and library files needed for MySQL client development |
| embedded | Embedded MySQL server |
| embedded-compat | Backwards-compatible embedded MySQL server |
| embedded-devel | Header and library files for developing applications for embedded MySQL |
| java | JAR files needed for support of ClusterJ  applications |
| libs | MySQL client libraries |
| libs-compat | Backwards-compatible MySQL client libraries |
| management-server | The NDB Cluster management server  (ndb\_mgmd) |
| memcached | Files needed to support ndbmemcache |

|  |  |
| --- | --- |
| **Component** | **Description** |
| minimal-debuginfo | Debug information for package server-minimal; useful when developing applications that use this package or when debugging this package |
| ndbclient | NDB client library for running NDB API and MGM API applications (libndbclient) |
| ndbclient-devel | Header and other files needed for developing NDB API and MGM API applications |
| nodejs | Files needed to set up Node.JS support for NDB  Cluster |
| server | The MySQL server (mysqld) with NDB storage engine support included, and associated MySQL server programs |
| server-minimal | Minimal installation of the MySQL server for NDB and related tools |
| test | mysqltest, other MySQL test programs, and support files |

A single bundle ( .tar file) of all NDB Cluster RPMs for a given platform and architecture is also available. The name of this file follows the pattern shown here:

mysql-cluster-*license*-*ver*-*rev*.*distro*.*arch*.rpm-bundle.tar

You can extract the individual RPM files from this file using tar or your preferred tool for extracting archives.

The components required to install the three major types of NDB Cluster nodes are given in the following list:

• *Management* *node*: management-server

• *Data* *node*: data-node

• *SQL* *node*: server and common

In addition, the client RPM should be installed to provide the ndb\_mgm management client on at least one management node. You may also wish to install it on SQL nodes, to have mysql and other MySQL client programs available on these. We discuss installation of nodes by type later in this section.

*ver* represents the three-part NDB storage engine version number in 8.0.*x* format, shown as 8.0.32 in the examples. rev provides the RPM revision number in *major*.*minor* format. In the examples shown in this section, we use 1.1 for this value.

The *distro* (Linux distribution) is one of rhel5 (Oracle Linux 5, Red Hat Enterprise Linux 4 and 5), el6 (Oracle Linux 6, Red Hat Enterprise Linux 6), el7 (Oracle Linux 7, Red Hat Enterprise Linux 7), or sles12 (SUSE Enterprise Linux 12). For the examples in this section, we assume that the host runs Oracle Linux 7, Red Hat Enterprise Linux 7, or the equivalent (el7).

*arch* is i686 for 32-bit RPMs and x86\_64 for 64-bit versions. In the examples shown here, we assume a 64-bit platform.

The NDB Cluster version number in the RPM file names (shown here as 8.0.32) can vary according to the version which you are actually using. *It* *is* *very* *important* *that* *all* *of* *the* *Cluster* *RPMs* *to* *be* *installed* *have* *the* *same* *version* *number*. The architecture should also be appropriate to the machine on which the RPM is to be installed; in particular, you should keep in mind that 64-bit RPMs (x86\_64) cannot be used with 32-bit operating systems (use i686 for the latter).
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$> **rpm** **-Uhv** **mysql-cluster-community-data-node-8.0.32-1.el7.x86\_64.rpm**

This installs the ndbd and ndbmtd data node binaries in /usr/sbin. Either of these can be used to run a data node process on this host.

**SQL** **nodes.** Copy the server and common RPMs to each machine to be used for hosting an NDB Cluster SQL node (server requires common). Install the server RPM by executing the following command as the system root user, replacing the name shown for the RPM as necessary to match the name of the RPM downloaded from the MySQL website:

$> **rpm** **-Uhv** **mysql-cluster-community-server-8.0.32-1.el7.x86\_64.rpm**

This installs the MySQL server binary (mysqld), with NDB storage engine support, in the /usr/sbin directory. It also installs all needed MySQL Server support files and useful MySQL server programs, including the mysql.server and mysqld\_safe startup scripts (in /usr/share/mysql and / usr/bin, respectively). The RPM installer should take care of general configuration issues (such as creating the mysql user and group, if needed) automatically.

**Important**

You must use the versions of these RPMs released for NDB Cluster; those released for the standard MySQL server do not provide support for the NDB storage engine.

To administer the SQL node (MySQL server), you should also install the client RPM, as shown here:

$> **rpm** **-Uhv** **mysql-cluster-community-client-8.0.32-1.el7.x86\_64.rpm**

This installs the mysql client and other MySQL client programs, such as mysqladmin and mysqldump, to /usr/bin.

**Management** **nodes.** To install the NDB Cluster management server, it is necessary only to use the management-server RPM. Copy this RPM to the computer intended to host the management node, and then install it by running the following command as the system root user (replace the name shown for the RPM as necessary to match that of the management-server RPM downloaded from the MySQL website):

$> **rpm** **-Uhv** **mysql-cluster-community-management-server-8.0.32-1.el7.x86\_64.rpm**

This RPM installs the management server binary ndb\_mgmd in the /usr/sbin directory. While this

is the only program actually required for running a management node, it is also a good idea to have

the ndb\_mgm NDB Cluster management client available as well. You can obtain this program, as well as other NDB client programs such as ndb\_desc and ndb\_config, by installing the client RPM as described previously.

See Section 2.5.4, “Installing MySQL on Linux Using RPM Packages from Oracle” , for general information about installing MySQL using RPMs supplied by Oracle.

After installing from RPM, you still need to configure the cluster; see [Section 23.3.3, “Initial](#_bookmark71) [Configuration of NDB Cluster”](#_bookmark71) , for the relevant information.

*It* *is* *very* *important* *that* *all* *of* *the* *Cluster* *RPMs* *to* *be* *installed* *have* *the* *same* *version* *number*. The *architecture* designation should also be appropriate to the machine on which the RPM is to be installed; in particular, you should keep in mind that 64-bit RPMs cannot be used with 32-bit operating systems.

**Data** **nodes.** On a computer that is to host a cluster data node it is necessary to install only the server RPM. To do so, copy this RPM to the data node host, and run the following command as

the system root user, replacing the name shown for the RPM as necessary to match that of the RPM downloaded from the MySQL website:

$> **rpm** **-Uhv** **MySQL-Cluster-server-gpl-8.0.32-1.sles11.i386.rpm**

Although this installs all NDB Cluster binaries, only the program ndbd or ndbmtd (both in /usr/sbin) is actually needed to run an NDB Cluster data node.

**SQL** **nodes.** On each machine to be used for hosting a cluster SQL node, install the server RPM by executing the following command as the system root user, replacing the name shown for the RPM as necessary to match the name of the RPM downloaded from the MySQL website:

$> **rpm** **-Uhv** **MySQL-Cluster-server-gpl-8.0.32-1.sles11.i386.rpm**

This installs the MySQL server binary (mysqld) with [NDB](#_bookmark58) storage engine support in the /usr/sbin directory, as well as all needed MySQL Server support files. It also installs the mysql.server and mysqld\_safe startup scripts (in /usr/share/mysql and /usr/bin, respectively). The RPM installer should take care of general configuration issues (such as creating the mysql user and group, if needed) automatically.

To administer the SQL node (MySQL server), you should also install the client RPM, as shown here:

$> **rpm** **-Uhv** **MySQL-Cluster-client-gpl-8.0.32-1.sles11.i386.rpm**

This installs the mysql client program.

**Management** **nodes.** To install the NDB Cluster management server, it is necessary only to use the server RPM. Copy this RPM to the computer intended to host the management node, and then install it by running the following command as the system root user (replace the name shown for the RPM as necessary to match that of the server RPM downloaded from the MySQL website):

$> **rpm** **-Uhv** **MySQL-Cluster-server-gpl-8.0.32-1.sles11.i386.rpm**

Although this RPM installs many other files, only the management server binary ndb\_mgmd (in the /usr/sbin directory) is actually required for running a management node. The server RPM also installs ndb\_mgm, the [NDB](#_bookmark58) management client.

See Section 2.5.4, “Installing MySQL on Linux Using RPM Packages from Oracle” , for general information about installing MySQL using RPMs supplied by Oracle. See [Section 23.3.3, “Initial](#_bookmark71) [Configuration of NDB Cluster”](#_bookmark71) , for information about required post-installation configuration.

**23.3.1.3** **Installing** **NDB** **Cluster** **Using** **.deb** **Files**

The section provides information about installing NDB Cluster on Debian and related Linux distributions such Ubuntu using the .deb files supplied by Oracle for this purpose.

Oracle also provides an NDB Cluster APT repository for Debian and other distributions. See [*Installing*](https://dev.mysql.com/doc/mysql-apt-repo-quick-guide/en/#repo-qg-apt-cluster-install) [*MySQL* *NDB* *Cluster* *Using* *the* *APT* *Repository*](https://dev.mysql.com/doc/mysql-apt-repo-quick-guide/en/#repo-qg-apt-cluster-install), for instructions and additional information.

Oracle provides .deb installer files for NDB Cluster for 32-bit and 64-bit platforms. For a Debian- based system, only a single installer file is necessary. This file is named using the pattern shown here, according to the applicable NDB Cluster version, Debian version, and architecture:

mysql-cluster-gpl-*ndbver*-debian*debianver*-*arch*.deb

Here, *ndbver* is the 3-part NDB engine version number, *debianver* is the major version of Debian ( 8 or 9), and *arch* is one of i686 or x86\_64. In the examples that follow, we assume you wish to install NDB 8.0.32 on a 64-bit Debian 9 system; in this case, the installer file is named mysql-cluster- gpl-8.0.32-debian9-x86\_64.deb-bundle.tar.

Once you have downloaded the appropriate .deb file, you can untar it, and then install it from the command line using dpkg, like this:

$> **dpkg** **-i** **mysql-cluster-gpl-8.0.32-debian9-i686.deb**
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$> **dpkg** **-r** **mysql**

The installer file should also be compatible with most graphical package managers that work with .deb files, such as GDebi for the Gnome desktop.

The .deb file installs NDB Cluster under /opt/mysql/server-*version*/, where *version* is the 2-part release series version for the included MySQL server. For NDB 8.0, this is always 5.7. The directory layout is the same as that for the generic Linux binary distribution (see Table 2.3, “MySQL Installation Layout for Generic Unix/Linux Binary Package”), with the exception that startup scripts and configuration files are found in support-files instead of share. All NDB Cluster executables, such as ndb\_mgm, ndbd, and ndb\_mgmd, are placed in the bin directory.

**23.3.1.4** **Building** **NDB** **Cluster** **from** **Source** **on** **Linux**

This section provides information about compiling NDB Cluster on Linux and other Unix-like platforms. Building NDB Cluster from source is similar to building the standard MySQL Server, although it differs in a few key respects discussed here. For general information about building MySQL from source, see Section 2.8, “Installing MySQL from Source” . For information about compiling NDB Cluster on Windows platforms, see [Section 23.3.2.2, “Compiling and Installing NDB Cluster from Source on Windows”](#_bookmark82) .

Building MySQL NDB Cluster 8.0 requires using the MySQL Server 8.0 sources. These are available from the MySQL downloads page at <https://dev.mysql.com/downloads/>. The archived source file should have a name similar to mysql-8.0.32.tar.gz. You can also obtain the sources from GitHub at <https://github.com/mysql/mysql-server>.

**Note**

In previous versions, building of NDB Cluster from standard MySQL Server sources was not supported. In MySQL 8.0 and NDB Cluster 8.0, this is no longer the case—*both* *products* *are* *now* *built* *from* *the* *same* *sources*.

The WITH\_NDB option for CMake causes the binaries for the management nodes, data nodes, and other NDB Cluster programs to be built; it also causes mysqld to be compiled with [NDB](#_bookmark58) storage engine support. This option (or, prior to NDB 8.0.31, WITH\_NDBCLUSTER) is required when building NDB

Cluster.

**Important**

The WITH\_NDB\_JAVA option is enabled by default. This means that, by default, if CMake cannot find the location of Java on your system, the configuration process fails; if you do not wish to enable Java and ClusterJ support, you must indicate this explicitly by configuring the build using -DWITH\_NDB\_JAVA=OFF. Use WITH\_CLASSPATH to provide the Java classpath if needed.

For more information about CMake options specific to building NDB Cluster, see CMake Options for Compiling NDB Cluster.

After you have run make && make install (or your system's equivalent), the result is similar to what is obtained by unpacking a precompiled binary to the same location.

**Management** **nodes.** When building from source and running the default make install, the management server and management client binaries (ndb\_mgmd and ndb\_mgm) can be found in / usr/local/mysql/bin. Only ndb\_mgmd is required to be present on a management node host; however, it is also a good idea to have ndb\_mgm present on the same host machine. Neither of these executables requires a specific location on the host machine's file system.

**Data** **nodes.** The only executable required on a data node host is the data node binary ndbd or ndbmtd. (mysqld, for example, does not have to be present on the host machine.) By default, when building from source, this file is placed in the directory /usr/local/mysql/bin. For installing on multiple data node hosts, only ndbd or ndbmtd need be copied to the other host machine or machines.
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(This assumes that all data node hosts use the same architecture and operating system; otherwise you may need to compile separately for each different platform.) The data node binary need not be in any particular location on the host's file system, as long as the location is known.

When compiling NDB Cluster from source, no special options are required for building multithreaded data node binaries. Configuring the build with [NDB](#_bookmark58) storage engine support causes ndbmtd to be built automatically; make install places the ndbmtd binary in the installation bin directory along with mysqld, ndbd, and ndb\_mgm.

**SQL** **nodes.** If you compile MySQL with clustering support, and perform the default installation (using make install as the system root user), mysqld is placed in /usr/local/mysql/bin. Follow the steps given in Section 2.8, “Installing MySQL from Source” to make mysqld ready for use. If you want to run multiple SQL nodes, you can use a copy of the same mysqld executable and its associated support files on several machines. The easiest way to do this is to copy the entire /usr/ local/mysql directory and all directories and files contained within it to the other SQL node host or hosts, then repeat the steps from Section 2.8, “Installing MySQL from Source” on each machine. If you configure the build with a nondefault PREFIX option, you must adjust the directory accordingly.

In [Section 23.3.3, “Initial Configuration of NDB Cluster”](#_bookmark71) , we create configuration files for all of the nodes in our example NDB Cluster.

**23.3.2** **Installing** **NDB** **Cluster** **on** **Windows**

This section describes installation procedures for NDB Cluster on Windows hosts. NDB Cluster 8.0 binaries for Windows can be obtained from <https://dev.mysql.com/downloads/cluster/>. For information about installing NDB Cluster on Windows from a binary release provided by Oracle, see [Section 23.3.2.1, “Installing NDB Cluster on Windows from a Binary Release”](#_bookmark138) .

It is also possible to compile and install NDB Cluster from source on Windows using Microsoft Visual Studio. For more information, see [Section 23.3.2.2, “Compiling and Installing NDB Cluster from Source](#_bookmark82) [on Windows”](#_bookmark82) .

**23.3.2.1** **Installing** **NDB** **Cluster** **on** **Windows** **from** **a** **Binary** **Release**

This section describes a basic installation of NDB Cluster on Windows using a binary “no-install” NDB Cluster release provided by Oracle, using the same 4-node setup outlined in the beginning of this section (see [Section 23.3, “NDB Cluster Installation”](#_bookmark68)), as shown in the following table:

**Table** **23.7** **Network** **addresses** **of** **nodes** **in** **example** **cluster**

|  |  |
| --- | --- |
| **Node** | **IP** **Address** |
| Management node (mgmd) | 198.51.100.10 |
| SQL node (mysqld) | 198.51.100.20 |
| Data node "A" (ndbd) | 198.51.100.30 |
| Data node "B" (ndbd) | 198.51.100.40 |

As on other platforms, the NDB Cluster host computer running an SQL node must have installed on it a MySQL Server binary (mysqld.exe). You should also have the MySQL client (mysql.exe) on this host. For management nodes and data nodes, it is not necessary to install the MySQL Server binary; however, each management node requires the management server daemon (ndb\_mgmd.exe); each data node requires the data node daemon (ndbd.exe or ndbmtd.exe). For this example, we refer to ndbd.exe as the data node executable, but you can install ndbmtd.exe, the multithreaded version of this program, instead, in exactly the same way. You should also install the management client (ndb\_mgm.exe) on the management server host. This section covers the steps necessary to install the correct Windows binaries for each type of NDB Cluster node.

**Note**

As with other Windows programs, NDB Cluster executables are named with the .exe file extension. However, it is not necessary to include the .exe

extension when invoking these programs from the command line. Therefore, we often simply refer to these programs in this documentation as mysqld, mysql, ndb\_mgmd, and so on. You should understand that, whether we refer (for example) to mysqld or mysqld.exe, either name means the same thing (the MySQL Server program).

For setting up an NDB Cluster using Oracles's no-install binaries, the first step in the installation process is to download the latest NDB Cluster Windows ZIP binary archive from [https://dev.mysql.com/](https://dev.mysql.com/downloads/cluster/) [downloads/cluster/](https://dev.mysql.com/downloads/cluster/). This archive has a filename of the mysql-cluster-gpl-*ver*-win*arch*.zip, where *ver* is the NDB storage engine version (such as 8.0.32), and *arch* is the architecture (32 for 32-bit binaries, and 64 for 64-bit binaries). For example, the NDB Cluster 8.0.32 archive for 64-bit Windows systems is named mysql-cluster-gpl-8.0.32-win64.zip.

You can run 32-bit NDB Cluster binaries on both 32-bit and 64-bit versions of Windows; however, 64- bit NDB Cluster binaries can be used only on 64-bit versions of Windows. If you are using a 32-bit version of Windows on a computer that has a 64-bit CPU, then you must use the 32-bit NDB Cluster binaries.

To minimize the number of files that need to be downloaded from the Internet or copied between machines, we start with the computer where you intend to run the SQL node.

**SQL** **node.** We assume that you have placed a copy of the archive in the directory C:\Documents and Settings\*username*\My Documents\Downloads on the computer having the IP address 198.51.100.20, where *username* is the name of the current user. (You can obtain this name using ECHO %USERNAME% on the command line.) To install and run NDB Cluster executables as Windows services, this user should be a member of the Administrators group.

Extract all the files from the archive. The Extraction Wizard integrated with Windows Explorer is adequate for this task. (If you use a different archive program, be sure that it extracts all files and directories from the archive, and that it preserves the archive's directory structure.) When you are asked for a destination directory, enter C:\, which causes the Extraction Wizard to extract the archive to the directory C:\mysql-cluster-gpl-*ver*-win*arch*. Rename this directory to C:\mysql.

It is possible to install the NDB Cluster binaries to directories other than C:\mysql\bin; however, if you do so, you must modify the paths shown in this procedure accordingly. In particular, if the MySQL Server (SQL node) binary is installed to a location other than C:\mysql or C:\Program Files \MySQL\MySQL Server 8.0, or if the SQL node's data directory is in a location other than C: \mysql\data or C:\Program Files\MySQL\MySQL Server 8.0\data, extra configuration options must be used on the command line or added to the my.ini or my.cnf file when starting the SQL node. For more information about configuring a MySQL Server to run in a nonstandard location, see Section 2.3.4, “Installing MySQL on Microsoft Windows Using a noinstall ZIP Archive” .

For a MySQL Server with NDB Cluster support to run as part of an NDB Cluster, it must be started with the options --ndbcluster and --ndb-connectstring. While you can specify these options on the command line, it is usually more convenient to place them in an option file. To do this, create a new text file in Notepad or another text editor. Enter the following configuration information into this file:

[mysqld]

# Options for mysqld process:

ndbcluster # run NDB storage engine

ndb-connectstring=198.51.100.10 # location of management server

You can add other options used by this MySQL Server if desired (see Section 2.3.4.2, “Creating an Option File”), but the file must contain the options shown, at a minimum. Save this file as C:\mysql \my.ini. This completes the installation and setup for the SQL node.

**Data** **nodes.** An NDB Cluster data node on a Windows host requires only a single executable, one of either ndbd.exe or ndbmtd.exe. For this example, we assume that you are using ndbd.exe, but the same instructions apply when using ndbmtd.exe. On each computer where you wish to run

a data node (the computers having the IP addresses 198.51.100.30 and 198.51.100.40), create the directories C:\mysql, C:\mysql\bin, and C:\mysql\cluster-data; then, on the computer where you downloaded and extracted the no-install archive, locate ndbd.exe in the C:\mysql \bin directory. Copy this file to the C:\mysql\bin directory on each of the two data node hosts.

To function as part of an NDB Cluster, each data node must be given the address or hostname of the management server. You can supply this information on the command line using the --ndb- connectstring or -c option when starting each data node process. However, it is usually preferable to put this information in an option file. To do this, create a new text file in Notepad or another text editor and enter the following text:

[mysql\_cluster]

# Options for data node process:

ndb-connectstring=198.51.100.10 # location of management server

Save this file as C:\mysql\my.ini on the data node host. Create another text file containing the same information and save it on as C:mysql\my.ini on the other data node host, or copy the my.ini file from the first data node host to the second one, making sure to place the copy in the second data node's C:\mysql directory. Both data node hosts are now ready to be used in the NDB Cluster, which leaves only the management node to be installed and configured.

**Management** **node.** The only executable program required on a computer used for hosting an NDB Cluster management node is the management server program ndb\_mgmd.exe. However, in order to administer the NDB Cluster once it has been started, you should also install the NDB Cluster management client program ndb\_mgm.exe on the same machine as the management server. Locate these two programs on the machine where you downloaded and extracted the no-install archive; this should be the directory C:\mysql\bin on the SQL node host. Create the directory C:\mysql \bin on the computer having the IP address 198.51.100.10, then copy both programs to this directory.

You should now create two configuration files for use by ndb\_mgmd.exe:

1. A local configuration file to supply configuration data specific to the management node itself. Typically, this file needs only to supply the location of the NDB Cluster global configuration file (see item 2).

To create this file, start a new text file in Notepad or another text editor, and enter the following information:

[mysql\_cluster]

# Options for management node process

config-file=C:/mysql/bin/config.ini

Save this file as the text file C:\mysql\bin\my.ini.

2. A global configuration file from which the management node can obtain configuration information governing the NDB Cluster as a whole. At a minimum, this file must contain a section for each node in the NDB Cluster, and the IP addresses or hostnames for the management node and all data nodes (HostName configuration parameter). It is also advisable to include the following additional information:

• The IP address or hostname of any SQL nodes

• The data memory and index memory allocated to each data node ([DataMemory](#_bookmark108) and [IndexMemory](#_bookmark132) configuration parameters)

• The number of fragment replicas, using the [NoOfReplicas](#_bookmark85) configuration parameter (see [Section 23.2.2, “NDB Cluster Nodes, Node Groups, Fragment Replicas, and Partitions”](#_bookmark63))

• The directory where each data node stores it data and log file, and the directory where the management node keeps its log files (in both cases, the [DataDir](#_bookmark139) configuration parameter)

Create a new text file using a text editor such as Notepad, and input the following information:
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[ndbd default]

# Options affecting ndbd processes on all data nodes:

|  |  |
| --- | --- |
| NoOfReplicas=2  DataDir=C:/mysql/cluster-data | # Number of fragment replicas  # Directory for each data node's data files  # Forward slashes used in directory path,  # rather than backslashes . This is correct; |

|  |  |
| --- | --- |
| DataMemory=80M  IndexMemory=18M | # see **Important** note in text  # Memory allocated to data storage  # Memory allocated to index storage  # For DataMemory and IndexMemory, we have used the  # default values . Since the "world" database takes up  # only about 500KB, this should be more than enough for  # this example Cluster setup. |

[ndb\_mgmd]

# Management process options:

HostName=198.51.100.10 # Hostname or IP address of management node

DataDir=C:/mysql/bin/cluster-logs # Directory for management node log files

|  |  |  |
| --- | --- | --- |
| [ndbd]  # Options for data node "A":  HostName=198.51.100.30  [ndbd]  # Options for data node "B":  HostName=198.51.100.40  [mysqld]  # SQL node options:  HostName=198.51.100.20 | # (one [ndbd]  # Hostname or  # Hostname or  # Hostname or | section per data node)  IP address  IP address  IP address |

Save this file as the text file C:\mysql\bin\config.ini.

**Important**

A single backslash character (\) cannot be used when specifying directory paths in program options or configuration files used by NDB Cluster on Windows. Instead, you must either escape each backslash character with a second backslash (\\), or replace the backslash with a forward slash character (/). For example, the following line from the [ndb\_mgmd] section of an NDB Cluster config.ini file does not work:

DataDir=C:\mysql\bin\cluster-logs

Instead, you may use either of the following:

DataDir=C:\\mysql\\bin\\cluster-logs # Escaped backslashes

DataDir=C:/mysql/bin/cluster-logs # Forward slashes

For reasons of brevity and legibility, we recommend that you use forward slashes in directory paths used in NDB Cluster program options and configuration files on Windows.

**23.3.2.2** **Compiling** **and** **Installing** **NDB** **Cluster** **from** **Source** **on** **Windows**

Oracle provides precompiled NDB Cluster binaries for Windows which should be adequate for most users. However, if you wish, it is also possible to compile NDB Cluster for Windows from source code. The procedure for doing this is almost identical to the procedure used to compile the standard MySQL Server binaries for Windows, and uses the same tools. However, there are two major differences:

• Building MySQL NDB Cluster 8.0 requires using the MySQL Server 8.0 sources. These are available from the MySQL downloads page at <https://dev.mysql.com/downloads/>. The archived source file should have a name similar to mysql-8.0.32.tar.gz. You can also obtain the sources from GitHub at <https://github.com/mysql/mysql-server>.
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• You must configure the build using the WITH\_NDB option in addition to any other build options you wish to use with CMake. WITH\_NDBCLUSTER is also supported for backwards compatibility, but is deprecated as of NDB 8.0.31.

**Important**

The WITH\_NDB\_JAVA option is enabled by default. This means that, by default, if CMake cannot find the location of Java on your system, the configuration process fails; if you do not wish to enable Java and ClusterJ support, you must indicate this explicitly by configuring the build using -DWITH\_NDB\_JAVA=OFF. (Bug #12379735) Use WITH\_CLASSPATH to provide the Java classpath if needed.

For more information about CMake options specific to building NDB Cluster, see CMake Options for Compiling NDB Cluster.

Once the build process is complete, you can create a Zip archive containing the compiled binaries; Section 2.8.4, “Installing MySQL Using a Standard Source Distribution” provides the commands needed to perform this task on Windows systems. The NDB Cluster binaries can be found in the bin directory of the resulting archive, which is equivalent to the no-install archive, and which can be installed and configured in the same manner. For more information, see [Section 23.3.2.1, “Installing](#_bookmark138) [NDB Cluster on Windows from a Binary Release”](#_bookmark138) .

**23.3.2.3** **Initial** **Startup** **of** **NDB** **Cluster** **on** **Windows**

Once the NDB Cluster executables and needed configuration files are in place, performing an initial start of the cluster is simply a matter of starting the NDB Cluster executables for all nodes in the cluster. Each cluster node process must be started separately, and on the host computer where it resides. The management node should be started first, followed by the data nodes, and then finally by any SQL nodes.

1. On the management node host, issue the following command from the command line to start the management node process. The output should appear similar to what is shown here:

C:\mysql\bin> **ndb\_mgmd**

2010-06-23 07:53:34 [MgmtSrvr] INFO -- NDB Cluster Management Server. mysql-8.0.34-ndb-8.0.34

2010-06-23 07:53:34 [MgmtSrvr] INFO -- Reading cluster configuration from 'config.ini'

The management node process continues to print logging output to the console. This is normal, because the management node is not running as a Windows service. (If you have used NDB Cluster on a Unix-like platform such as Linux, you may notice that the management node's default behavior in this regard on Windows is effectively the opposite of its behavior on Unix systems, where it runs by default as a Unix daemon process. This behavior is also true of NDB Cluster data node processes running on Windows.) For this reason, do not close the window in which ndb\_mgmd.exe is running; doing so kills the management node process. (See [Section 23.3.2.4,](#_bookmark141) [“Installing NDB Cluster Processes as Windows Services”](#_bookmark141) , where we show how to install and run NDB Cluster processes as Windows services.)

The required -f option tells the management node where to find the global configuration file (config.ini). The long form of this option is --config-file.

**Important**

An NDB Cluster management node caches the configuration data that it reads from config.ini; once it has created a configuration cache, it ignores the config.ini file on subsequent starts unless forced to do otherwise. This means that, if the management node fails to start due to an error in this file, you must make the management node re-read config.ini after you have corrected any errors in it. You can do this by starting ndb\_mgmd.exe with the --reload or --initial option on the
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It is not necessary or advisable to use either of these options in the management node's my.ini file.

2. On each of the data node hosts, run the command shown here to start the data node processes:

C:\mysql\bin> **ndbd**

2010-06-23 07:53:46 [ndbd] INFO -- Configuration fetched from 'localhost:1186', generation: 1

In each case, the first line of output from the data node process should resemble what is shown in the preceding example, and is followed by additional lines of logging output. As with the management node process, this is normal, because the data node is not running as a Windows service. For this reason, do not close the console window in which the data node process is running; doing so kills ndbd.exe. (For more information, see [Section 23.3.2.4, “Installing NDB](#_bookmark141) [Cluster Processes as Windows Services”](#_bookmark141) .)

3. Do not start the SQL node yet; it cannot connect to the cluster until the data nodes have finished starting, which may take some time. Instead, in a new console window on the management node host, start the NDB Cluster management client ndb\_mgm.exe, which should be in C:\mysql\bin on the management node host. (Do not try to re-use the console window where ndb\_mgmd.exe is running by typing **CTRL**+**C**, as this kills the management node.) The resulting output should look like this:

C:\mysql\bin> **ndb\_mgm**

-- NDB Cluster -- Management Client --

ndb\_mgm>

When the prompt ndb\_mgm> appears, this indicates that the management client is ready to receive NDB Cluster management commands. You can observe the status of the data nodes as they start by entering ALL STATUS at the management client prompt. This command causes a running report of the data nodes's startup sequence, which should look something like this:

ndb\_mgm> **ALL** **STATUS**

Connected to Management Server at: localhost:1186

Node 2: starting (Last completed phase 3) (mysql-8 .0 .34-ndb-8 .0 .34)

Node 3: starting (Last completed phase 3) (mysql-8.0.34-ndb-8.0.34)

Node 2: starting (Last completed phase 4) (mysql-8.0.34-ndb-8.0.34)

Node 3: starting (Last completed phase 4) (mysql-8.0.34-ndb-8.0.34)

Node 2: Started (version 8.0.34)

Node 3: Started (version 8.0.34)

ndb\_mgm>

**Note**

Commands issued in the management client are not case-sensitive; we use uppercase as the canonical form of these commands, but you are not required to observe this convention when inputting them into the ndb\_mgm client. For more information, see Section 23.6.1, “Commands in the NDB Cluster Management Client” .

The output produced by ALL STATUS is likely to vary from what is shown here, according to the speed at which the data nodes are able to start, the release version number of the NDB Cluster software you are using, and other factors. What is significant is that, when you see that both data nodes have started, you are ready to start the SQL node.

You can leave ndb\_mgm.exe running; it has no negative impact on the performance of the NDB Cluster, and we use it in the next step to verify that the SQL node is connected to the cluster after you have started it.

4. On the computer designated as the SQL node host, open a console window and navigate to the directory where you unpacked the NDB Cluster binaries (if you are following our example, this is C: \mysql\bin).

Start the SQL node by invoking mysqld.exe from the command line, as shown here:

C:\mysql\bin> **mysqld** **--console**

The --console option causes logging information to be written to the console, which can be helpful in the event of problems. (Once you are satisfied that the SQL node is running in a satisfactory manner, you can stop it and restart it out without the --console option, so that logging is performed normally.)

In the console window where the management client (ndb\_mgm.exe) is running on the management node host, enter the SHOW command, which should produce output similar to what is shown here:

ndb\_mgm> **SHOW**

Connected to Management Server at: localhost:1186

Cluster Configuration

---------------------

[ndbd(NDB)] 2 node(s)

|  |  |  |
| --- | --- | --- |
| id=2  id=3 | @198.51.100.30  @198.51.100.40 | (Version: 8 .0 .34-ndb-8 .0 .34, Nodegroup: 0, \*)  (Version: 8.0.34-ndb-8.0.34, Nodegroup: 0) |

[ndb\_mgmd(MGM)] 1 node(s)

id=1 @198.51.100.10 (Version: 8.0.34-ndb-8.0.34)

[mysqld(API)] 1 node(s)

id=4 @198.51.100.20 (Version: 8.0.34-ndb-8.0.34)

You can also verify that the SQL node is connected to the NDB Cluster in the mysql client

(mysql .exe) using the SHOW ENGINE NDB STATUS statement.

You should now be ready to work with database objects and data using NDB Cluster 's [NDBCLUSTER](#_bookmark58) storage engine. See [Section 23.3.5, “NDB Cluster Example with Tables and Data”](#_bookmark73) , for more information and examples.

You can also install ndb\_mgmd.exe, ndbd.exe, and ndbmtd.exe as Windows services. For information on how to do this, see [Section 23.3.2.4, “Installing NDB Cluster Processes as Windows](#_bookmark141) [Services”](#_bookmark141)).

**23.3.2.4** **Installing** **NDB** **Cluster** **Processes** **as** **Windows** **Services**

Once you are satisfied that NDB Cluster is running as desired, you can install the management nodes and data nodes as Windows services, so that these processes are started and stopped automatically whenever Windows is started or stopped. This also makes it possible to control these processes from the command line with the appropriate SC START and SC STOP commands, or using the Windows graphical Services utility. NET START and NET STOP commands can also be used.

Installing programs as Windows services usually must be done using an account that has Administrator rights on the system.

To install the management node as a service on Windows, invoke ndb\_mgmd.exe from the command line on the machine hosting the management node, using the --install option, as shown here:

C:\> **C:\mysql\bin\ndb\_mgmd.exe** **--install**

Installing service 'NDB Cluster Management Server'

as '"C:\mysql\bin\ndbd .exe" "--service=ndb\_mgmd"'

Service successfully installed.
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When installing an NDB Cluster program as a Windows service, you should always specify the complete path; otherwise the service installation may fail with the error The system cannot find the file specified.

The --install option must be used first, ahead of any other options that might be specified for ndb\_mgmd.exe. However, it is preferable to specify such options in an options file instead. If your options file is not in one of the default locations as shown in the output of ndb\_mgmd.exe --help, you can specify the location using the --config-file option.

Now you should be able to start and stop the management server like this:

C:\> **SC** **START** **ndb\_mgmd**

C:\> **SC** **STOP** **ndb\_mgmd**

**Note**

If using NET commands, you can also start or stop the management server as a Windows service using the descriptive name, as shown here:

C:\> **NET** **START** **'NDB** **Cluster** **Management** **Server'** The NDB Cluster Management Server service is starting. The NDB Cluster Management Server service was started successfully.

C:\> **NET** **STOP** **'NDB** **Cluster** **Management** **Server'** The NDB Cluster Management Server service is stopping.. The NDB Cluster Management Server service was stopped successfully.

It is usually simpler to specify a short service name or to permit the default service name to be used when installing the service, and then reference that name when starting or stopping the service. To specify a service name other than ndb\_mgmd, append it to the --install option, as shown in this example:

C:\> **C:\mysql\bin\ndb\_mgmd.exe** **--install=mgmd1**

Installing service 'NDB Cluster Management Server'

as '"C:\mysql\bin\ndb\_mgmd .exe" "--service=mgmd1"'

Service successfully installed.

Now you should be able to start or stop the service using the name you have specified, like this:

C:\> **SC** **START** **mgmd1**

C:\> **SC** **STOP** **mgmd1**

To remove the management node service, use SC DELETE *service\_name*:

C:\> **SC** **DELETE** **mgmd1**

Alternatively, invoke ndb\_mgmd.exe with the --remove option, as shown here:

C:\> **C:\mysql\bin\ndb\_mgmd.exe** **--remove**

Removing service 'NDB Cluster Management Server'

Service successfully removed.

If you installed the service using a service name other than the default, pass the service name as the value of the ndb\_mgmd.exe --remove option, like this:

C:\> **C:\mysql\bin\ndb\_mgmd.exe** **--remove=mgmd1**

Removing service 'mgmd1'

Service successfully removed.

Installation of an NDB Cluster data node process as a Windows service can be done in a similar fashion, using the --install option for ndbd.exe (or ndbmtd.exe), as shown here:

C:\> **C:\mysql\bin\ndbd.exe** **--install**

Installing service 'NDB Cluster Data Node Daemon' as '"C:\mysql\bin\ndbd.exe" "--service=ndbd"' Service successfully installed.

Now you can start or stop the data node as shown in the following example:

C:\> **SC** **START** **ndbd**

C:\> **SC** **STOP** **ndbd**

To remove the data node service, use SC DELETE *service\_name*:

C:\> **SC** **DELETE** **ndbd**

Alternatively, invoke ndbd.exe with the --remove option, as shown here:

C:\> **C:\mysql\bin\ndbd.exe** **--remove**

Removing service 'NDB Cluster Data Node Daemon'

Service successfully removed.

As with ndb\_mgmd.exe (and mysqld.exe), when installing ndbd.exe as a Windows service, you can also specify a name for the service as the value of --install, and then use it when starting or stopping the service, like this:

C:\> **C:\mysql\bin\ndbd.exe** **--install=dnode1**

Installing service 'dnode1' as '"C:\mysql\bin\ndbd.exe" "--service=dnode1"'

Service successfully installed.

C:\> **SC** **START** **dnode1**

C:\> **SC** **STOP** **dnode1**

If you specified a service name when installing the data node service, you can use this name when removing it as well, as shown here:

C:\> **SC** **DELETE** **dnode1**

Alternatively, you can pass the service name as the value of the ndbd.exe --remove option, as shown here:

C:\> **C:\mysql\bin\ndbd.exe** **--remove=dnode1**

Removing service 'dnode1'

Service successfully removed.

Installation of the SQL node as a Windows service, starting the service, stopping the service, and

removing the service are done in a similar fashion, using mysqld --install, SC START, SC STOP, and SC DELETE (or mysqld --remove). NET commands can also be used to start or stop a service. For additional information, see Section 2.3.4.8, “Starting MySQL as a Windows Service” .

**23.3.3** **Initial** **Configuration** **of** **NDB** **Cluster**

In this section, we discuss manual configuration of an installed NDB Cluster by creating and editing configuration files.

For our four-node, four-host NDB Cluster (see [Cluster nodes and host computers](#_bookmark137)), it is necessary to write four configuration files, one per node host.

• Each data node or SQL node requires a my.cnf file that provides two pieces of information: a *connection* *string* that tells the node where to find the management node, and a line telling the MySQL server on this host (the machine hosting the data node) to enable the [NDBCLUSTER](#_bookmark58) storage engine.

For more information on connection strings, see [Section 23.4.3.3, “NDB Cluster Connection Strings”](#_bookmark142) .
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**Configuring** **the** **data** **nodes** **and** **SQL** **nodes.** The my.cnf file needed for the data nodes is fairly simple. The configuration file should be located in the /etc directory and can be edited using any text editor. (Create the file if it does not exist.) For example:

$> **vi** **/etc/my** **.cnf**

**Note**

We show vi being used here to create the file, but any text editor should work just as well.

For each data node and SQL node in our example setup, my.cnf should look like this:

[mysqld]

# Options for mysqld process:

ndbcluster # run NDB storage engine

[mysql\_cluster]

# Options for NDB Cluster processes:

ndb-connectstring=198.51.100.10 # location of management server

After entering the preceding information, save this file and exit the text editor. Do this for the machines hosting data node “A” , data node “B” , and the SQL node.

**Important**

Once you have started a mysqld process with the ndbcluster and ndb- connectstring parameters in the [mysqld] and [mysql\_cluster] sections of the my.cnf file as shown previously, you cannot execute any CREATE TABLE or ALTER TABLE statements without having actually started the cluster. Otherwise, these statements fail with an error. This is by design.

**Configuring** **the** **management** **node.** The first step in configuring the management node is to create the directory in which the configuration file can be found and then to create the file itself. For example (running as root):

$> **mkdir** **/var/lib/mysql-cluster**

$> **cd** **/var/lib/mysql-cluster**

$> **vi** **config.ini**

For our representative setup, the config.ini file should read as follows:

[ndbd default]

# Options affecting ndbd processes on all data nodes:

# Number of fragment replicas

# How much memory to allocate for data storage

[ndb\_mgmd]

# Management process options:

HostName=198.51.100.10 # Hostname or IP address of management node

DataDir=/var/lib/mysql-cluster # Directory for management node log files

[ndbd]

# Options for data node "A":

# (one [ndbd] section per data node)

HostName=198.51.100.30 # Hostname or IP address

NodeId=2 # Node ID for this data node

DataDir=/usr/local/mysql/data # Directory for this data node's data files

[ndbd]

# Options for data node "B":

NoOfReplicas=2

DataMemory=98M
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HostName=198.51.100.40 # Hostname or IP address

NodeId=3 # Node ID for this data node

DataDir=/usr/local/mysql/data # Directory for this data node's data files

|  |  |
| --- | --- |
| [mysqld]  # SQL node options:  HostName=198.51.100.20 | # Hostname or IP address  # (additional mysqld connections can be  # specified for this node for various  # purposes such as running ndb\_restore) |

**Note**

The world database can be downloaded from [https://dev.mysql.com/doc/index-](https://dev.mysql.com/doc/index-other.html) [other.html](https://dev.mysql.com/doc/index-other.html).

After all the configuration files have been created and these minimal options have been specified, you are ready to proceed with starting the cluster and verifying that all processes are running. We discuss how this is done in [Section 23.3.4, “Initial Startup of NDB Cluster”](#_bookmark72) .

For more detailed information about the available NDB Cluster configuration parameters and their uses, see [Section 23.4.3, “NDB Cluster Configuration Files”](#_bookmark80) , and [Section 23.4, “Configuration of](#_bookmark77) [NDB Cluster”](#_bookmark77) . For configuration of NDB Cluster as relates to making backups, see Section 23.6.8.3, “Configuration for NDB Cluster Backups” .

**Note**

The default port for Cluster management nodes is 1186; the default port for data nodes is 2202. However, the cluster can automatically allocate ports for data nodes from those that are already free.

**23.3.4** **Initial** **Startup** **of** **NDB** **Cluster**

Starting the cluster is not very difficult after it has been configured. Each cluster node process must be started separately, and on the host where it resides. The management node should be started first, followed by the data nodes, and then finally by any SQL nodes:

1. On the management host, issue the following command from the system shell to start the management node process:

$> **ndb\_mgmd** **--initial** **-f** **/var/lib/mysql-cluster/config.ini**

The first time that it is started, ndb\_mgmd must be told where to find its configuration file, using the -f or --config-file option. This option requires that --initial or --reload also be specified; see Section 23.5.4, “ndb\_mgmd — The NDB Cluster Management Server Daemon” , for details.

2. On each of the data node hosts, run this command to start the ndbd process: $> **ndbd**

3. If you used RPM files to install MySQL on the cluster host where the SQL node is to reside, you can (and should) use the supplied startup script to start the MySQL server process on the SQL node.

If all has gone well, and the cluster has been set up correctly, the cluster should now be operational. You can test this by invoking the ndb\_mgm management node client. The output should look like that shown here, although you might see some slight differences in the output depending upon the exact version of MySQL that you are using:

$> **ndb\_mgm**

-- NDB Cluster -- Management Client --
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ndb\_mgm> **SHOW**

Connected to Management Server at: localhost:1186

Cluster Configuration

---------------------

[ndbd(NDB)] 2 node(s)

|  |  |  |
| --- | --- | --- |
| id=2  id=3 | @198.51.100.30  @198.51.100.40 | (Version: 8 .0 .34-ndb-8 .0 .34, Nodegroup: 0, \*)  (Version: 8.0.34-ndb-8.0.34, Nodegroup: 0) |

[ndb\_mgmd(MGM)] 1 node(s)

id=1 @198.51.100.10 (Version: 8.0.34-ndb-8.0.34)

[mysqld(API)] 1 node(s)

id=4 @198.51.100.20 (Version: 8.0.34-ndb-8.0.34)

The SQL node is referenced here as [mysqld(API)], which reflects the fact that the mysqld process is acting as an NDB Cluster API node.

**Note**

The IP address shown for a given NDB Cluster SQL or other API node in the output of SHOW is the address used by the SQL or API node to connect to the cluster data nodes, and not to any management node.

You should now be ready to work with databases, tables, and data in NDB Cluster. See [Section 23.3.5,](#_bookmark73) [“NDB Cluster Example with Tables and Data”](#_bookmark73) , for a brief discussion.

**23.3.5** **NDB** **Cluster** **Example** **with** **Tables** **and** **Data**

**Note**

The information in this section applies to NDB Cluster running on both Unix and Windows platforms.

Working with database tables and data in NDB Cluster is not much different from doing so in standard MySQL. There are two key points to keep in mind:

• For a table to be replicated in the cluster, it must use the [NDBCLUSTER](#_bookmark58) storage engine. To specify this, use the ENGINE=NDBCLUSTER or ENGINE=NDB option when creating the table:

CREATE TABLE *tbl\_name* (*col\_name* *column\_definitions*) ENGINE=NDBCLUSTER;

Alternatively, for an existing table that uses a different storage engine, use ALTER TABLE to change the table to use [NDBCLUSTER](#_bookmark58):

ALTER TABLE *tbl\_name* ENGINE=NDBCLUSTER;

• Every [NDBCLUSTER](#_bookmark58) table has a primary key. If no primary key is defined by the user when a table is created, the [NDBCLUSTER](#_bookmark58) storage engine automatically generates a hidden one. Such a key takes up space just as does any other table index. (It is not uncommon to encounter problems due to insufficient memory for accommodating these automatically created indexes.)

If you are importing tables from an existing database using the output of mysqldump, you can open the SQL script in a text editor and add the ENGINE option to any table creation statements, or replace any existing ENGINE options. Suppose that you have the world sample database on another MySQL server that does not support NDB Cluster, and you want to export the City table:

$> **mysqldump** **--add-drop-table** **world** **City** **>** **city\_table.sql**

The resulting city\_table.sql file contains this table creation statement (and the INSERT statements necessary to import the table data):

DROP TABLE IF EXISTS `City`;

CREATE TABLE `City` (

`ID` int(11) NOT NULL auto\_increment,

`Name` char(35) NOT NULL default '',

`CountryCode` char(3) NOT NULL default '',

`District` char(20) NOT NULL default '',

`Population` int(11) NOT NULL default '0',

PRIMARY KEY (`ID`)

) ENGINE=MyISAM DEFAULT CHARSET=latin1;

INSERT INTO `City` VALUES (1,'Kabul','AFG','Kabol',1780000);

INSERT INTO `City` VALUES (2,'Qandahar','AFG','Qandahar',237500);

INSERT INTO `City` VALUES (3,'Herat','AFG','Herat',186800);

*(remaining* *INSERT* *statements* *omitted)*

You need to make sure that MySQL uses the [NDBCLUSTER](#_bookmark58) storage engine for this table. There are two ways that this can be accomplished. One of these is to modify the table definition *before* importing it into the Cluster database. Using the City table as an example, modify the ENGINE option of the definition as follows:

DROP TABLE IF EXISTS `City`;

CREATE TABLE `City` (

`ID` int(11) NOT NULL auto\_increment,

`Name` char(35) NOT NULL default '',

`CountryCode` char(3) NOT NULL default '',

`District` char(20) NOT NULL default '',

`Population` int(11) NOT NULL default '0',

PRIMARY KEY (`ID`)

) **ENGINE=NDBCLUSTER** DEFAULT CHARSET=latin1;

INSERT INTO `City` VALUES (1,'Kabul','AFG','Kabol',1780000);

INSERT INTO `City` VALUES (2,'Qandahar','AFG','Qandahar',237500);

INSERT INTO `City` VALUES (3,'Herat','AFG','Herat',186800);

*(remaining* *INSERT* *statements* *omitted)*

This must be done for the definition of each table that is to be part of the clustered database. The easiest way to accomplish this is to do a search-and-replace on the file that contains the definitions and replace all instances of TYPE=*engine\_name* or ENGINE=*engine\_name* with ENGINE=NDBCLUSTER. If you do not want to modify the file, you can use the unmodified file to create the tables, and then use ALTER TABLE to change their storage engine. The particulars are given later in this section.

Assuming that you have already created a database named world on the SQL node of the cluster, you can then use the mysql command-line client to read city\_table.sql, and create and populate the corresponding table in the usual manner:

$> **mysql** **world** **<** **city\_table.sql**

It is very important to keep in mind that the preceding command must be executed on the host where the SQL node is running (in this case, on the machine with the IP address 198.51.100.20).

To create a copy of the entire world database on the SQL node, use mysqldump on the noncluster server to export the database to a file named world.sql (for example, in the /tmp directory). Then modify the table definitions as just described and import the file into the SQL node of the cluster like this:

$> **mysql** **world** **<** **/tmp/world** **.sql**

If you save the file to a different location, adjust the preceding instructions accordingly.

Running SELECT queries on the SQL node is no different from running them on any other instance of a MySQL server. To run queries from the command line, you first need to log in to the MySQL Monitor in the usual way (specify the root password at the Enter password: prompt):

$> **mysql** **-u** **root** **-p**

Enter password:

Welcome to the MySQL monitor . Commands end with ; or \g .

Your MySQL connection id is 1 to server version: 8.0.34-ndb-8.0.34

Type 'help;' or '\h' for help. Type '\c' to clear the buffer.

mysql>

We simply use the MySQL server's root account and assume that you have followed the standard security precautions for installing a MySQL server, including setting a strong root password. For more information, see Section 2.9.4, “Securing the Initial MySQL Account” .

It is worth taking into account that NDB Cluster nodes do *not* make use of the MySQL privilege system when accessing one another. Setting or changing MySQL user accounts (including the root account) effects only applications that access the SQL node, not interaction between nodes. See Section 23.6.20.2, “NDB Cluster and MySQL Privileges” , for more information.

If you did not modify the ENGINE clauses in the table definitions prior to importing the SQL script, you should run the following statements at this point:

mysql> **USE** **world;**

mysql> **ALTER** **TABLE** **City** **ENGINE=NDBCLUSTER;**

mysql> **ALTER** **TABLE** **Country** **ENGINE=NDBCLUSTER;**

mysql> **ALTER** **TABLE** **CountryLanguage** **ENGINE=NDBCLUSTER;**

Selecting a database and running a SELECT query against a table in that database is also accomplished in the usual manner, as is exiting the MySQL Monitor:

mysql> **USE** **world;**

mysql> **SELECT** **Name,** **Population** **FROM** **City** **ORDER** **BY** **Population** **DESC** **LIMIT** **5;**

+-----------+------------+

| Name | Population |

+-----------+------------+

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| |  |  |  |  | | Bombay  Seoul  São Paulo  Shanghai  Jakarta | |  |  |  |  | | 10500000  9981619  9968485  9696300  9604900 | |  |  |  |  | |

+-----------+------------+

5 rows in set (0.34 sec)

mysql> **\q**

Bye

$>

Applications that use MySQL can employ standard APIs to access [NDB](#_bookmark58) tables. It is important to remember that your application must access the SQL node, and not the management or data nodes. This brief example shows how we might execute the SELECT statement just shown by using the PHP 5.X mysqli extension running on a Web server elsewhere on the network:

<!DOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.01 Transitional//EN"

"<http://www.w3.org/TR/html4/loose.dtd>">

<html>

<head>

<meta http-equiv="Content-Type"

content="text/html; charset=iso-8859-1">

<title>SIMPLE mysqli SELECT</title>

</head>

<body>

<?php

# connect to SQL node:

$link = new mysqli('198 .51 .100 .20', 'root', '*root\_password*', 'world');

# parameters for mysqli constructor are:

# host, user, password, database

if( mysqli\_connect\_errno() )

die("Connect failed: " . mysqli\_connect\_error());

$query = "SELECT Name, Population

FROM City

ORDER BY Population DESC

LIMIT 5";

# if no errors...

if( $result = $link->query($query) )

{

?>

<table border="1" width="40%" cellpadding="4" cellspacing ="1">

<tbody>

<tr>

<th width="10%">City</th>

<th>Population</th>

</tr>

<?

# then display the results . . .

while($row = $result->fetch\_object())

printf("<tr>\n <td align=\"center\">%s</td><td>%d</td>\n</tr>\n",

$row->Name, $row->Population);

?>

</tbody

</table>

<?

# . . .and verify the number of rows that were retrieved

printf("<p>Affected rows: %d</p>\n", $link->affected\_rows);

}

else

# otherwise, tell us what went wrong

echo mysqli\_error();

# free the result set and the mysqli connection object

$result->close();

$link->close();

?>

</body>

</html>

We assume that the process running on the Web server can reach the IP address of the SQL node.

In a similar fashion, you can use the MySQL C API, Perl-DBI, Python-mysql, or MySQL Connectors to perform the tasks of data definition and manipulation just as you would normally with MySQL.

**23.3.6** **Safe** **Shutdown** **and** **Restart** **of** **NDB** **Cluster**

To shut down the cluster, enter the following command in a shell on the machine hosting the management node:

$> **ndb\_mgm** **-e** **shutdown**

The -e option here is used to pass a command to the ndb\_mgm client from the shell. The command causes the ndb\_mgm, ndb\_mgmd, and any ndbd or ndbmtd processes to terminate gracefully. Any SQL nodes can be terminated using mysqladmin shutdown and other means. On Windows platforms, assuming that you have installed the SQL node as a Windows service, you can use SC STOP *service\_name* or NET STOP *service\_name*.

To restart the cluster on Unix platforms, run these commands:

• On the management host (198.51.100.10 in our example setup): $> **ndb\_mgmd** **-f** **/var/lib/mysql-cluster/config.ini**

• On each of the data node hosts (198.51.100.30 and 198.51.100.40):

$> **ndbd**

• Use the ndb\_mgm client to verify that both data nodes have started successfully.

• On the SQL host (198.51.100.20):
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On Windows platforms, assuming that you have installed all NDB Cluster processes as Windows services using the default service names (see [Section 23.3.2.4, “Installing NDB Cluster Processes as](#_bookmark141) [Windows Services”](#_bookmark141)), you can restart the cluster as follows:

• On the management host (198.51.100.10 in our example setup), execute the following command: C:\> **SC** **START** **ndb\_mgmd**

• On each of the data node hosts (198.51.100.30 and 198.51.100.40), execute the following command:

C:\> **SC** **START** **ndbd**

• On the management node host, use the ndb\_mgm client to verify that the management node and both data nodes have started successfully (see [Section 23.3.2.3, “Initial Startup of NDB Cluster on](#_bookmark140) [Windows”](#_bookmark140)).

• On the SQL node host (198.51.100.20), execute the following command: C:\> **SC** **START** **mysql**

In a production setting, it is usually not desirable to shut down the cluster completely. In many cases, even when making configuration changes, or performing upgrades to the cluster hardware or software (or both), which require shutting down individual host machines, it is possible to do so without shutting down the cluster as a whole by performing a *rolling* *restart* of the cluster. For more information about doing this, see Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” .

**23.3.7** **Upgrading** **and** **Downgrading** **NDB** **Cluster**

• [Versions Supported for Upgrade to NDB 8.0](#_bookmark143)

• [Reverting an NDB Cluster 8.0 Upgrade](#_bookmark144)

• [Known Issues When Upgrading or Downgrading NDB Cluster](#_bookmark136)

This section provides information about NDB Cluster software and compatibility between different NDB Cluster 8.0 releases with regard to performing upgrades and downgrades. You should already be familiar with installing and configuring NDB Cluster prior to attempting an upgrade or downgrade. See [Section 23.4, “Configuration of NDB Cluster”](#_bookmark77) .

**Important**

Online upgrades and downgrades between minor releases of the NDB storage engine are supported within NDB 8.0. In-place upgrades of the included MySQL Server (SQL node mysqld) are also supported; with multiple SQL nodes, it is possible to keep an SQL application online while individual mysqld processes are restarted. In-place downgrades of the included MySQL Server are *not* supported (see Section 2.11, “Downgrading MySQL”).

It may be possible in some cases to revert a recent upgrade from one NDB 8.0 minor release version to a later one, and to restore the needed states of any MySQL Server instances running as SQL nodes. Against the event that this becomes desirable or necessary, you are strongly advised to take a complete backup of each SQL node prior to upgrading NDB Cluster. For the same reason, you should also start the mysqld binaries from the new version with -- ndb-schema-dist-upgrade-allowed=0, and not allow it to be set back to 1 until you are sure any likelihood of reverting to an older version is past. For more information, see [Reverting an NDB Cluster 8.0 Upgrade](#_bookmark144).

For information about upgrades to NDB 8.0 from versions previous to 8.0, see [Versions Supported for](#_bookmark143) [Upgrade to NDB 8.0](#_bookmark143).

For information about known issues and problems encountered when upgrading or downgrading NDB 8.0, see [Known Issues When Upgrading or Downgrading NDB Cluster](#_bookmark136).

**Versions** **Supported** **for** **Upgrade** **to** **NDB** **8.0**

The following versions of NDB Cluster are supported for upgrades to GA releases of NDB Cluster 8.0 (8.0.19 and later):

• NDB Cluster 7.6: NDB 7.6.4 and later

• NDB Cluster 7.5: NDB 7.5.4 and later

• NDB Cluster 7.4: NDB 7.4.6 and later

To upgrade from a release series previous to NDB 7.4, you must upgrade in stages, first to one of the versions just listed, and then from that version to the latest NDB 8.0 release. In such cases, upgrading to the latest NDB 7.6 release is recommended as the first step. For information about upgrades to NDB 7.6 from previous versions, see [Upgrading and Downgrading NDB 7.6](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-upgrade-downgrade-7-6.html).

**Reverting** **an** **NDB** **Cluster** **8.0** **Upgrade**

Following a recent software upgrade of an NDB Cluster to an NDB 8.0 release, it is possible to revert the NDB software back to the earlier version, provided certain conditions are met before the upgrade, during the time the cluster is running the newer version, and after the NDB Cluster software is reverted to the earlier version. Specifics depend on local conditions; this section provides general information about what should be done at each of the points in the upgrade and rollback process just described.

In most cases, upgrading and downgrading the data nodes can be done without issue, as described elsewhere; see Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” . (Prior to performing an upgrade or downgrade, you should perform an NDB backup; see Section 23.6.8, “Online Backup of NDB Cluster” , for information about how to do this.) Downgrading SQL nodes online is not supported, due to the following issues:

• mysqld from a version 8.0 release cannot start if it detects a file system from a later version of MySQL.

• In many cases, mysqld cannot open tables that were created or modified by a later version of MySQL.

• In most if not all cases, mysqld cannot read binary log files that were created or modified in a later version of MySQL.

The procedure outlined next provides the basic steps necessary to upgrade a cluster from version *X*to version *Y*while allowing for a possible future rollback to *X*. (The procedure for reverting the upgraded cluster to version *X*follows later in this section.) For this purpose, version *X* is any NDB 8.0 GA release, or any previous NDB release supported for upgrade to NDB 8.0 (see [Versions Supported for Upgrade](#_bookmark143) [to NDB 8.0](#_bookmark143)), and version *Y* is an NDB 8.0 release which is later than *X*.

• *Prior* *to* *upgrade*: Take backups of NDB *X* SQL node states. This can be accomplished as one or more of the following:

• A copy of the version *X* SQL node file system in a quiescent state using one or more system tools such as cp, rsync, fwbackups, Amanda, and so forth.

A dump of any version *X*tables not stored in NDB. You can generate this dump using mysqldump.

A backup created using MySQL Enterprise Backup; see Section 30.2, “MySQL Enterprise Backup Overview” , for more information.

Backing up the SQL nodes is recommended prior to any upgrade, whether or not you later intend to revert the cluster to the previous NDB version.

• *Upgrade* *to* *NDB* *Y*: All NDB *Y*mysqld binaries must be started with --ndb-schema- dist-upgrade-allowed=0 to prevent any automatic schema upgrade. (Once any possibility of a downgrade is past, you can safely change the corresponding system variable

ndb\_schema\_dist\_upgrade\_allowed back to 1, the default, in the mysql client.) When each NDB *Y* SQL node starts, it connects to the cluster and synchronizes its NDB table schemas. After this, you can restore MySQL table and state data from backup.

To assure continuity of NDB replication, it is necessary to upgrade the cluster's SQL nodes in such a way that at least one mysqld is acting as the replication source at any given point in time during the upgrade. With two SQL nodes *A* and *B*, you can do so like this:

1. While using SQL node *B* as the replication channel, upgrade SQL node *A* from NDB version *X*to version *Y*. This results in a gap in the binary log on *A* at epoch *E1*.

2. After all replication appliers have consumed the binary log from SQL node *B* past epoch *E1*, switch the replication channel to use SQL node *A*.

3. Upgrade SQL node *B* to NDB version *Y*. This results in a gap in the binary log on *B* at epoch *E2*.

4. After all replication appliers have consumed the binary log from SQL node *A* past epoch *E2*, you can once again switch the replication channel to use either SQL node as desired.

Do not use ALTER TABLE on any existing NDB tables; do not create any new NDB tables which cannot be safely dropped prior to downgrading.

The following procedure shows the basic steps needed to roll back (revert) an NDB Cluster from version *X*to version *Y* after an upgrade performed as just described. Here, version *X* is any NDB 8.0 GA release, or any previous NDB release supported for upgrade to NDB 8.0 (see [Versions Supported](#_bookmark143) [for Upgrade to NDB 8.0](#_bookmark143)); version *Y* is an NDB 8.0 release which is later than *X*.

• *Prior* *to* *rollback*: Gather any mysqld state information from the NDB *Y* SQL nodes that should be retained. In most cases, you can do this using mysqldump.

After backing up the state data, drop all NDB tables which have been created or altered since the upgrade took place.

Backing up the SQL nodes is always recommended prior to any NDB Cluster software version change.

You must provide a file system compatible with MySQL *X*for each mysqld (SQL node). You can use either of the following two methods:

• Create a new, compatible file system state by reinitializing the on-disk state of the version *X* SQL node. You can do this by removing the SQL node file system, then running mysqld -- initialize.

• Restore a file system that is compatible from a backup taken prior to the upgrade (see Section 7.4, “Using mysqldump for Backups”).

• *Following* *NDB* *downgrade*: After downgrading the data nodes to NDB *X*, start the version *X* SQL nodes (instances of mysqld). Restore or repair any other local state information needed on each SQL node. The MySQLD state can be aligned as necessary with some combination (0 or more) of the following actions:

• Initialization commands such as mysqld --initialize.

• Restore any desired or required state information captured from the version *X* SQL node.

• Restore any desired or required state information captured from the version *Y* SQL node.

• Perform cleanup such as deleting stale logs such as binary logs, or relay logs, and removing any time-dependent state which is no longer valid.

As when upgrading, it is necessary when downgrading to maintain continuity of NDB replication to downgrade the cluster's SQL nodes in such a way that at least one mysqld is acting as the replication source at any given point in time during the downgrade process. This can be done in a manner very similar to that described previously for upgrading the SQL nodes. With two SQL nodes *A* and *B*, you can maintain binary logging without any gaps during the downgrade like this:

1. With SQL node *B* acting as the replication channel, downgrade SQL node *A* from NDB version *Y* to version *X*. This results in a gap in the binary log on *A* at epoch *F1*.

2. After all replication appliers have consumed the binary log from SQL node *B* past epoch *F1*, switch the replication channel to use SQL node *A*.

3. Downgrade SQL node *B* to NDB version *X*. This results in a gap in the binary log on *B* at epoch *F2*.

4. After all replication appliers have consumed the binary log from SQL node *A* past epoch *F2*, redundancy of binary logging is restored, and you can again use either SQL node as the replication channel as desired.

See also Section 23.7.7, “Using Two Replication Channels for NDB Cluster Replication” .

**Known** **Issues** **When** **Upgrading** **or** **Downgrading** **NDB** **Cluster**

In this section, provide information about issues known to occur when upgrading or downgrading to, from, or between NDB 8.0 releases.

We recommend that you not attempt any schema changes during any NDB Cluster software upgrade or downgrade. Some of the reasons for this are listed here:

• DDL statements on NDB tables are not possible during some phases of data node startup.

• DDL statements on NDB tables may be rejected if any data nodes are stopped during execution; stopping each data node binary (so it can be replaced with a binary from the target version) is required as part of the upgrade or downgrade process.

• DDL statements on NDB tables are not allowed while there are data nodes in the same cluster running different release versions of the NDB Cluster software.

For additional information regarding the rolling restart procedure used to perform an online upgrade or downgrade of the data nodes, see Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” .

You should be aware of the issues in the following list when you perform an online upgrade between minor versions of NDB 8.0. These issues also apply when upgrading from a previous major version of NDB Cluster to any of the NDB 8.0 releases stated.

• NDB 8.0.22 adds support for IPv6 addressing for management nodes and data nodes in the config.ini file. To begin using IPv6 addresses as part of an upgrade, perform the following steps:

1. Perform an upgrade of the cluster to version 8.0.22 or a later version of the NDB Cluster software in the usual manner.

2. Change the addresses used in the config.ini file to IPv6 addresses.

3. Perform a system restart of the cluster.

A known issue on Linux platforms when running NDB 8.0.22 and later is that the operating system kernel must provide IPv6 support, even if no IPv6 addresses are in use. If you wish to disable support for IPv6 on the system (because you do not plan to use any IPv6 addresses for NDB Cluster nodes), do so after booting the system, like this:

$> **sysctl** **-w** **net.ipv6.conf.all.disable\_ipv6=1**

$> **sysctl** **-w** **net.ipv6.conf.default.disable\_ipv6=1**

Alternatively, you can add the corresponding lines to /etc/sysctl.conf.

• Due to changes in the internal mysql.ndb\_schema table, if you upgrade to an NDB 8.0 release prior to 8.0.24, then you are advised to use --ndb-schema-dist-upgrade-allowed = 0 to avoid unexpected outages (Bug #30876990, Bug #31016905).

In addition, if there is any possibility that you may revert to a previous version of NDB Cluster following an upgrade to a newer version, you must start all mysqld processes from the newer version with --ndb-schema-dist-upgrade-allowed = 0 to prevent changes incompatible with the older version from being made to the ndb\_schema table. See [Reverting an NDB Cluster 8.0](#_bookmark144) [Upgrade](#_bookmark144), for information about how to do this.

• The [EncryptedFileSystem](#_bookmark114) configuration parameter, introduced in NDB 8.0.29, could in some cases cause undo log files to be encrypted, even when set explicitly to 0, which could lead to issues when using Disk Data tables and attempting to upgrade or downgrade to NDB 8.0.29. In such cases, you can work around the problem by performing initial restarts of the data nodes as part of the rolling restart process.

• If you are using multithreaded data nodes (ndbmtd) and the ThreadConfig configuration parameter, you may need to make changes in the value set for this in the config.ini file when upgrading from a previous release to NDB 8.0.30 or later. When upgrading from NDB 8.0.23 or earlier, any usage of main, rep, recv, or ldm threads that was implicit in the earlier version must be explicitly set. When upgrading from NDB 8.0.23 or later to NDB 8.0.30 or later, any usage of recv threads must be set explicitly in the ThreadConfig string. In addition, to avoid using main, rep, or ldm threads in NDB 8.0.30 or later, you must set the thread count for the given type to 0 explicitly.

An example follows.

*NDB* *8.0.22* *and* *earlier*:

• config.ini file contains ThreadConfig=ldm.

• This is interpreted by these versions of NDB as ThreadConfig=main,ldm,recv,rep.

• Required in config.ini to match effect in NDB 8.0.30 or later: ThreadConfig=main,ldm,recv,rep.

*NDB* *8.0.23—* *8.0.29*:

• config.ini file contains ThreadConfig=ldm.

• This is interpreted by these versions of NDB as ThreadConfig=ldm,recv.

• Required in config.ini to match effect in NDB 8.0.30 or later: ThreadConfig=main={count=0},ldm,recv,rep={count=0}.

For more information, see the description of the ThreadConfig configuration parameter.

Upgrades from previous major versions of NDB Cluster (7.4, 7.5, 7.6) to NDB 8.0 are supported; see [Versions Supported for Upgrade to NDB 8.0](#_bookmark143), for specific versions. Such upgrades are subject to the issues listed here:

• In NDB 8.0, the default values changed for log\_bin (from 0 to 1) and ndb\_log\_bin (from 1 to 0). This means that you must now explicitly set ndb\_log\_bin to 1 to enable binary logging.

• Distributed privileges shared between MySQL servers as implemented in prior release series (see [Distributed Privileges Using Shared Grant Tables](https://dev.mysql.com/doc/refman/5.7/en/mysql-cluster-privilege-distribution.html)) are not supported in NDB Cluster 8.0. When started, the mysqld supplied with NDB 8.0 and later checks for the existence of any grant tables which use the NDB storage engine; if it finds any, it creates local copies (“shadow tables”) of these using InnoDB. This is true for each MySQL server connected to NDB Cluster. After this has been performed on all MySQL servers acting as NDB Cluster SQL nodes, the NDB grant tables may be safely removed using the ndb\_drop\_table utility supplied with the NDB Cluster distribution, like this:

ndb\_drop\_table -d mysql user db columns\_priv tables\_priv proxies\_priv procs\_priv

It is safe to retain the NDB grant tables, but they are not used for access control and are effectively ignored.

For more information about the MySQL privileges system used in NDB 8.0, see Section 23.6.13, “Privilege Synchronization and NDB\_STORED\_USER” , as well as Section 6.2.3, “Grant Tables” .

• It is necessary to restart all data nodes with --initial when upgrading any release prior to NDB

7.6 to any NDB 8.0 release. This is due to the addition of support for increased numbers of nodes in NDB 8.0.

Issues encountered when trying to downgrade from NDB 8.0 to a previous major version can be found in the following list:

• Tables created in NDB 8.0 are not backwards compatible with NDB 7.6 and earlier releases due to a change in usage of the extra metadata property implemented by NDB tables to provide full support for the MySQL data dictionary. This means that it is necessary to take extra steps to preserve any desired state information from the cluster's SQL nodes prior to the downgrade, and then to restore it afterwards.

More specifically, online downgrades of the NDBCLUSTER storage engine—that is, of the data nodes —are supported, but SQL nodes cannot be downgraded online. This is because a MySQL Server (mysqld) of a given MySQL 8.0 or earlier version cannot use system files from a (later) 8.0 version, and cannot open tables that were created in the later version. It may be possible to roll back a cluster that has recently been upgraded from a previous NDB release; see [Reverting an NDB Cluster 8.0](#_bookmark144) [Upgrade](#_bookmark144), for information regarding when and how this can be done.

For additional information relating to these issues, see [Changes in NDB table extra metadata](#_bookmark91); see also Chapter 14, *MySQL* *Data* *Dictionary*.

• In NDB 8.0, the binary configuration file format has been enhanced to provide support for greater numbers of nodes than in previous versions. The new format is not accessible to nodes running older versions of NDB, although newer management servers can detect older nodes and communicate with them using the appropriate format.

While upgrades to NDB 8.0 should not be problematic in this regard, older management servers cannot read the newer binary configuration file format, so that some manual intervention is required when downgrading from NDB 8.0 to a previous major version. When performing such a downgrade, it is necessary to remove any cached binary configuration files prior to starting the management using the older NDB software version, and to have the plaintext configuration file available for the management server to read. Alternatively, you can start the older management server using the --initial option (again, it is necessary to have the config.ini available). If the cluster uses multiple management servers, one of these two things must be done for each management server binary.

Also in connection with support for increased numbers of nodes, and due to incompatible changes implemented in NDB 8.0 in the data node LCP Sysfile, it is necessary, when performing an online
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• Online downgrades of clusters running more than 48 data nodes, or with data nodes using node IDs greater than 48, to earlier NDB Cluster releases from NDB 8.0 are not supported. It is necessary in such cases to reduce the number of data nodes, to change the configurations for all data nodes such that they use node IDs less than or equal to 48, or both, as required not to exceed the old maximums.

• If you are downgrading from NDB 8.0 to NDB 7.5 or NDB 7.4, you must set an explicit value for [IndexMemory](#_bookmark132) in the cluster configuration file if none is already present. This is because NDB 8.0 does not use this parameter (which was removed in NDB 7.6) and sets it to 0 by default, whereas it is required in NDB 7.5 and NDB 7.4, in both of which the cluster refuses to start with Invalid configuration received from Management Server... if IndexMemory is not set to a nonzero value.

Setting IndexMemory is *not* required for downgrades from NDB 8.0 to NDB 7.6.

**23.3.8** **The** **NDB** **Cluster** **Auto-Installer** **(NO** **LONGER** **SUPPORTED)**

**Note**

This feature has been removed from NDB Cluster, and is no longer supported. See [Section 23.2.4, “What is New in MySQL NDB Cluster”](#_bookmark65) , for more information.

The web-based graphical configuration installer (Auto-Installer) was removed in NDB 8.0.23, and is no longer included as part of the NDB Cluster distribution.

**23.4** **Configuration** **of** **NDB** **Cluster**

A MySQL server that is part of an NDB Cluster differs in one chief respect from a normal (nonclustered) MySQL server, in that it employs the [NDB](#_bookmark58) storage engine. This engine is also referred to sometimes as [NDBCLUSTER](#_bookmark58), although NDB is preferred.

To avoid unnecessary allocation of resources, the server is configured by default with the [NDB](#_bookmark58) storage engine disabled. To enable [NDB](#_bookmark58), you must modify the server's my.cnf configuration file, or start the server with the --ndbcluster option.

This MySQL server is a part of the cluster, so it also must know how to access a management node to obtain the cluster configuration data. The default behavior is to look for the management node on localhost. However, should you need to specify that its location is elsewhere, this can be done in my.cnf, or with the mysql client. Before the [NDB](#_bookmark58) storage engine can be used, at least one management node must be operational, as well as any desired data nodes.

For more information about --ndbcluster and other mysqld options specific to NDB Cluster, see MySQL Server Options for NDB Cluster.

For general information about installing NDB Cluster, see [Section 23.3, “NDB Cluster Installation”](#_bookmark68) .

**23.4.1** **Quick** **Test** **Setup** **of** **NDB** **Cluster**

To familiarize you with the basics, we describe the simplest possible configuration for a functional NDB Cluster. After this, you should be able to design your desired setup from the information provided in the other relevant sections of this chapter.

First, you need to create a configuration directory such as /var/lib/mysql-cluster, by executing the following command as the system root user:

$> **mkdir** **/var/lib/mysql-cluster**
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In this directory, create a file named config.ini that contains the following information. Substitute appropriate values for HostName and DataDir as necessary for your system.

# file "config.ini" - showing minimal setup consisting of 1 data node,

# 1 management server, and 3 MySQL servers .

# The empty default sections are not required, and are shown only for

# the sake of completeness .

# Data nodes must provide a hostname but MySQL Servers are not required

# to do so .

# If you don't know the hostname for your machine, use localhost .

# The DataDir parameter also has a default value, but it is recommended to

# set it explicitly .

# Note: [db], [api], and [mgm] are aliases for [ndbd], [mysqld], and [ndb\_mgmd],

# respectively. [db] is deprecated and should not be used in new installations.

[ndbd default]

NoOfReplicas= 1

[mysqld default]

[ndb\_mgmd default]

[tcp default]

[ndb\_mgmd]

HostName= myhost.example.com

[ndbd]

HostName= myhost .example .com

DataDir= /var/lib/mysql-cluster

[mysqld]

[mysqld]

[mysqld]

You can now start the ndb\_mgmd management server. By default, it attempts to read the config.ini file in its current working directory, so change location into the directory where the file is located and then invoke ndb\_mgmd:

$> **cd** **/var/lib/mysql-cluster**

$> **ndb\_mgmd**

Then start a single data node by running ndbd:

$> **ndbd**

By default, ndbd looks for the management server at localhost on port 1186.

**Note**

If you have installed MySQL from a binary tarball, you must to specify the path of the ndb\_mgmd and ndbd servers explicitly. (Normally, these can be found in /usr/local/mysql/bin.)

Finally, change location to the MySQL data directory (usually /var/lib/mysql or /usr/local/ mysql/data), and make sure that the my.cnf file contains the option necessary to enable the NDB storage engine:

[mysqld]

ndbcluster

You can now start the MySQL server as usual:

$> **mysqld\_safe** **--user=mysql** **&**

Wait a moment to make sure the MySQL server is running properly. If you see the notice mysql

ended, check the server's .err file to find out what went wrong.

If all has gone well so far, you now can start using the cluster. Connect to the server and verify that the [NDBCLUSTER](#_bookmark58) storage engine is enabled:

$> **mysql**

Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 1 to server version: 8.0.32

Type 'help;' or '\h' for help. Type '\c' to clear the buffer.

mysql> **SHOW** **ENGINES\G**

...

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 12. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Engine: NDBCLUSTER

Support: YES

Comment: Clustered, fault-tolerant, memory-based tables

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 13. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Engine: NDB

Support: YES

Comment: Alias for NDBCLUSTER

...

The row numbers shown in the preceding example output may be different from those shown on your system, depending upon how your server is configured.

Try to create an [NDBCLUSTER](#_bookmark58) table:

$> **mysql**

mysql> **USE** **test;**

Database changed

mysql> **CREATE** **TABLE** **ctest** **(i** **INT)** **ENGINE=NDBCLUSTER;**

Query OK, 0 rows affected (0.09 sec)

mysql> **SHOW** **CREATE** **TABLE** **ctest** **\G**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\* 1. row \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Table: ctest

Create Table: CREATE TABLE `ctest` (

`i` int(11) default NULL

) ENGINE=ndbcluster DEFAULT CHARSET=latin1

1 row in set (0.00 sec)

To check that your nodes were set up properly, start the management client:

$> **ndb\_mgm**

Use the SHOW command from within the management client to obtain a report on the cluster's status:

ndb\_mgm> **SHOW**

Cluster Configuration

---------------------

[ndbd(NDB)] 1 node(s)

id=2 @127.0.0.1 (Version: 8.0.34-ndb-8.0.34, Nodegroup: 0, \*)

[ndb\_mgmd(MGM)] 1 node(s)

id=1 @127.0.0.1 (Version: 8.0.34-ndb-8.0.34)

[mysqld(API)] 3 node(s)

id=3 @127 .0 .0 .1 (Version: 8 .0 .34-ndb-8 .0 .34)

id=4 (not connected, accepting connect from any host)

id=5 (not connected, accepting connect from any host)

At this point, you have successfully set up a working NDB Cluster . You can now store data in the cluster by using any table created with ENGINE=NDBCLUSTER or its alias ENGINE=NDB.

**23.4.2** **Overview** **of** **NDB** **Cluster** **Configuration** **Parameters,** **Options,** **and**

**Variables**

The next several sections provide summary tables of NDB Cluster node configuration parameters used in the config.ini file to govern various aspects of node behavior, as well as of options and variables read by mysqld from a my.cnf file or from the command line when run as an NDB Cluster process. Each of the node parameter tables lists the parameters for a given type (ndbd, ndb\_mgmd, mysqld,
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computer, tcp, or shm). All tables include the data type for the parameter, option, or variable, as well as its default, minimum, and maximum values as applicable.

**Considerations** **when** **restarting** **nodes.** For node parameters, these tables also indicate what type of restart is required (node restart or system restart)—and whether the restart must be done with --initial—to change the value of a given configuration parameter. When performing a node restart or an initial node restart, all of the cluster's data nodes must be restarted in turn (also referred to as a *rolling* *restart*). It is possible to update cluster configuration parameters marked as node online—that is, without shutting down the cluster— in this fashion. An initial node restart requires restarting each ndbd process with the --initial option.

A system restart requires a complete shutdown and restart of the entire cluster. An initial system restart requires taking a backup of the cluster, wiping the cluster file system after shutdown, and then restoring from the backup following the restart.

In any cluster restart, all of the cluster's management servers must be restarted for them to read the updated configuration parameter values.

**Important**

Values for numeric cluster parameters can generally be increased without any problems, although it is advisable to do so progressively, making such adjustments in relatively small increments. Many of these can be increased online, using a rolling restart.

However, decreasing the values of such parameters—whether this is done using a node restart, node initial restart, or even a complete system restart of the cluster— is not to be undertaken lightly; it is recommended that you do so only after careful planning and testing. This is especially true with regard to those parameters that relate to memory usage and

disk space, such as [MaxNoOfTables](#_bookmark145), [MaxNoOfOrderedIndexes](#_bookmark133), and [MaxNoOfUniqueHashIndexes](#_bookmark146). In addition, it is the generally the case that configuration parameters relating to memory and disk usage can be raised using a simple node restart, but they require an initial node restart to be lowered.

Because some of these parameters can be used for configuring more than one type of cluster node, they may appear in more than one of the tables.

**Note**

4294967039 often appears as a maximum value in these tables. This value is defined in the [NDBCLUSTER](#_bookmark58) sources as MAX\_INT\_RNIL and is equal to 0xFFFFFEFF, or 232 − 28 − 1.

**23.4.2.1** **NDB** **Cluster** **Data** **Node** **Configuration** **Parameters**

The listings in this section provide information about parameters used in the [ndbd] or [ndbd default] sections of a config.ini file for configuring NDB Cluster data nodes. For detailed descriptions and other additional information about each of these parameters, see [Section 23.4.3.6,](#_bookmark86) [“Defining NDB Cluster Data Nodes”](#_bookmark86) .

These parameters also apply to ndbmtd, the multithreaded version of ndbd. A separate listing of parameters specific to ndbmtd follows.

• [Arbitration](#_bookmark147): How arbitration should be performed to avoid split-brain issues in event of node failure.

• [ArbitrationTimeout](#_bookmark148): Maximum time (milliseconds) database partition waits for arbitration signal.

• BackupDataBufferSize: Default size of databuffer for backup (in bytes).

• [BackupDataDir](#_bookmark149): Path to where to store backups. Note that string '/BACKUP' is always appended to this setting, so that \*effective\* default is FileSystemPath/BACKUP.

• BackupDiskWriteSpeedPct: Sets percentage of data node's allocated maximum write speed (MaxDiskWriteSpeed) to reserve for LCPs when starting backup.

• BackupLogBufferSize: Default size of log buffer for backup (in bytes).

• BackupMaxWriteSize: Maximum size of file system writes made by backup (in bytes).

• BackupMemory: Total memory allocated for backups per node (in bytes).

• BackupReportFrequency: Frequency of backup status reports during backup in seconds.

• BackupWriteSize: Default size of file system writes made by backup (in bytes).

• [BatchSizePerLocalScan](#_bookmark122): Used to calculate number of lock records for scan with hold lock.

• BuildIndexThreads: Number of threads to use for building ordered indexes during system or node restart. Also applies when running ndb\_restore --rebuild-indexes. Setting this parameter to 0 disables multithreaded building of ordered indexes.

• CompressedBackup: Use zlib to compress backups as they are written.

• [CompressedLCP](#_bookmark150): Write compressed LCPs using zlib.

• [ConnectCheckIntervalDelay](#_bookmark151): Time between data node connectivity check stages. Data node is considered suspect after 1 interval and dead after 2 intervals with no response.

• [CrashOnCorruptedTuple](#_bookmark152): When enabled, forces node to shut down whenever it detects corrupted tuple.

• [DataDir](#_bookmark139): Data directory for this node.

• [DataMemory](#_bookmark108): Number of bytes on each data node allocated for storing data; subject to available system RAM and size of IndexMemory.

• [DefaultHashMapSize](#_bookmark153): Set size (in buckets) to use for table hash maps. Three values are supported: 0, 240, and 3840.

• DictTrace: Enable DBDICT debugging; for NDB development.

• DiskDataUsingSameDisk: Set to false if Disk Data tablespaces are located on separate physical disks.

• DiskIOThreadPool: Number of unbound threads for file access, applies to disk data only.

• [Diskless](#_bookmark154): Run without using disk.

• DiskPageBufferEntries: Memory to allocate in DiskPageBufferMemory; very large disk transactions may require increasing this value.

• DiskPageBufferMemory: Number of bytes on each data node allocated for disk page buffer cache.

• [DiskSyncSize](#_bookmark155): Amount of data written to file before synch is forced.

• [EnablePartialLcp](#_bookmark83): Enable partial LCP (true); if this is disabled (false), all LCPs write full checkpoints.

• [EnableRedoControl](#_bookmark156): Enable adaptive checkpointing speed for controlling redo log usage.

• [EncryptedFileSystem](#_bookmark114): Encrypt local checkpoint and tablespace files. EXPERIMENTAL; NOT SUPPORTED IN PRODUCTION.

• EventLogBufferSize: Size of circular buffer for NDB log events within data nodes.

• [ExecuteOnComputer](#_bookmark157): String referencing earlier defined COMPUTER.

• ExtraSendBufferMemory: Memory to use for send buffers in addition to any allocated by TotalSendBufferMemory or SendBufferMemory. Default (0) allows up to 16MB.

• [FileSystemPath](#_bookmark158): Path to directory where data node stores its data (directory must exist).

• FileSystemPathDataFiles: Path to directory where data node stores its Disk Data files. Default value is FilesystemPathDD, if set; otherwise, FilesystemPath is used if it is set; otherwise, value of DataDir is used.

• FileSystemPathDD: Path to directory where data node stores its Disk Data and undo files. Default value is FileSystemPath, if set; otherwise, value of DataDir is used.

• FileSystemPathUndoFiles: Path to directory where data node stores its undo files for Disk Data. Default value is FilesystemPathDD, if set; otherwise, FilesystemPath is used if it is set; otherwise, value of DataDir is used.

• [FragmentLogFileSize](#_bookmark159): Size of each redo log file.

• [HeartbeatIntervalDbApi](#_bookmark89): Time between API node-data node heartbeats. (API connection closed after 3 missed heartbeats).

• [HeartbeatIntervalDbDb](#_bookmark88): Time between data node-to-data node heartbeats; data node considered dead after 3 missed heartbeats.

• [HeartbeatOrder](#_bookmark160): Sets order in which data nodes check each others' heartbeats for determining whether given node is still active and connected to cluster. Must be zero for all data nodes or distinct

nonzero values for all data nodes; see documentation for further guidance.

• [HostName](#_bookmark161): Host name or IP address for this data node.

• [IndexMemory](#_bookmark132): Number of bytes on each data node allocated for storing indexes; subject to available system RAM and size of DataMemory.

• IndexStatAutoCreate: Enable/disable automatic statistics collection when indexes are created.

• IndexStatAutoUpdate: Monitor indexes for changes and trigger automatic statistics updates.

• IndexStatSaveScale: Scaling factor used in determining size of stored index statistics.

• IndexStatSaveSize: Maximum size in bytes for saved statistics per index.

• IndexStatTriggerPct: Threshold percent change in DML operations for index statistics updates. Value is scaled down by IndexStatTriggerScale.

• IndexStatTriggerScale: Scale down IndexStatTriggerPct by this amount, multiplied by base 2 logarithm of index size, for large index. Set to 0 to disable scaling.

• IndexStatUpdateDelay: Minimum delay between automatic index statistics updates for given index. 0 means no delay.

• [InitFragmentLogFiles](#_bookmark162): Initialize fragment log files, using sparse or full format.

• InitialLogFileGroup: Describes log file group that is created during initial start. See documentation for format.

• [InitialNoOfOpenFiles](#_bookmark163): Initial number of files open per data node. (One thread is created per file).

• InitialTablespace: Describes tablespace that is created during initial start. See documentation for format.

• [InsertRecoveryWork](#_bookmark164): Percentage of RecoveryWork used for inserted rows; has no effect unless partial local checkpoints are in use.

• [LateAlloc](#_bookmark165): Allocate memory after connection to management server has been established.

• [LcpScanProgressTimeout](#_bookmark110): Maximum time that local checkpoint fragment scan can be stalled before node is shut down to ensure systemwide LCP progress. Use 0 to disable.

• LockExecuteThreadToCPU: Comma-delimited list of CPU IDs.

• LockMaintThreadsToCPU: CPU ID indicating which CPU runs maintenance threads.

• [LockPagesInMainMemory](#_bookmark166): 0=disable locking, 1=lock after memory allocation, 2=lock before memory allocation.

• LogLevelCheckpoint: Log level of local and global checkpoint information printed to stdout.

• LogLevelCongestion: Level of congestion information printed to stdout.

• LogLevelConnection: Level of node connect/disconnect information printed to stdout.

• LogLevelError: Transporter, heartbeat errors printed to stdout.

• LogLevelInfo: Heartbeat and log information printed to stdout.

• LogLevelNodeRestart: Level of node restart and node failure information printed to stdout.

• LogLevelShutdown: Level of node shutdown information printed to stdout.

• LogLevelStartup: Level of node startup information printed to stdout.

• LogLevelStatistic: Level of transaction, operation, and transporter information printed to stdout.

• [LongMessageBuffer](#_bookmark167): Number of bytes allocated on each data node for internal long messages.

• [MaxAllocate](#_bookmark123): No longer used; has no effect.

• [MaxBufferedEpochs](#_bookmark168): Allowed numbered of epochs that subscribing node can lag behind (unprocessed epochs). Exceeding causes lagging subscribers to be disconnected.

• [MaxBufferedEpochBytes](#_bookmark169): Total number of bytes allocated for buffering epochs.

• MaxDiskDataLatency: Maximum allowed mean latency of disk access (ms) before starting to abort transactions.

• [MaxDiskWriteSpeed](#_bookmark170): Maximum number of bytes per second that can be written by LCP and backup when no restarts are ongoing.

• [MaxDiskWriteSpeedOtherNodeRestart](#_bookmark171): Maximum number of bytes per second that can be written by LCP and backup when another node is restarting.

• [MaxDiskWriteSpeedOwnRestart](#_bookmark172): Maximum number of bytes per second that can be written by LCP and backup when this node is restarting.

• [MaxFKBuildBatchSize](#_bookmark173): Maximum scan batch size to use for building foreign keys. Increasing this value may speed up builds of foreign keys but impacts ongoing traffic as well.

• [MaxDMLOperationsPerTransaction](#_bookmark93): Limit size of transaction; aborts transaction if it requires more than this many DML operations.

• [MaxLCPStartDelay](#_bookmark174): Time in seconds that LCP polls for checkpoint mutex (to allow other data nodes to complete metadata synchronization), before putting itself in lock queue for parallel recovery

of table data.

• [MaxNoOfAttributes](#_bookmark175): Suggests total number of attributes stored in database (sum over all tables).

• [MaxNoOfConcurrentIndexOperations](#_bookmark94): Total number of index operations that can execute simultaneously on one data node.

• [MaxNoOfConcurrentOperations](#_bookmark95): Maximum number of operation records in transaction coordinator.

• [MaxNoOfConcurrentScans](#_bookmark96): Maximum number of scans executing concurrently on data node.

• [MaxNoOfConcurrentSubOperations](#_bookmark176): Maximum number of concurrent subscriber operations.

• [MaxNoOfConcurrentTransactions](#_bookmark97): Maximum number of transactions executing concurrently on this data node, total number of transactions that can be executed concurrently is this value times

number of data nodes in cluster.

• [MaxNoOfFiredTriggers](#_bookmark98): Total number of triggers that can fire simultaneously on one data node.

• [MaxNoOfLocalOperations](#_bookmark124): Maximum number of operation records defined on this data node.

• [MaxNoOfLocalScans](#_bookmark99): Maximum number of fragment scans in parallel on this data node.

• [MaxNoOfOpenFiles](#_bookmark177): Maximum number of files open per data node.(One thread is created per file).

• [MaxNoOfOrderedIndexes](#_bookmark133): Total number of ordered indexes that can be defined in system.

• [MaxNoOfSavedMessages](#_bookmark178): Maximum number of error messages to write in error log and maximum number of trace files to retain.

• [MaxNoOfSubscribers](#_bookmark179): Maximum number of subscribers.

• [MaxNoOfSubscriptions](#_bookmark180): Maximum number of subscriptions (default 0 = MaxNoOfTables).

• [MaxNoOfTables](#_bookmark145): Suggests total number of NDB tables stored in database.

• [MaxNoOfTriggers](#_bookmark181): Total number of triggers that can be defined in system.

• [MaxNoOfUniqueHashIndexes](#_bookmark146): Total number of unique hash indexes that can be defined in system.

• [MaxParallelCopyInstances](#_bookmark182): Number of parallel copies during node restarts. Default is 0, which uses number of LDMs on both nodes, to maximum of 16.

• [MaxParallelScansPerFragment](#_bookmark183): Maximum number of parallel scans per fragment. Once this limit is reached, scans are serialized.

• [MaxReorgBuildBatchSize](#_bookmark184): Maximum scan batch size to use for reorganization of table partitions. Increasing this value may speed up table partition reorganization but impacts ongoing traffic as well.

• MaxStartFailRetries: Maximum retries when data node fails on startup, requires StopOnError =

0. Setting to 0 causes start attempts to continue indefinitely.

• [MaxUIBuildBatchSize](#_bookmark185): Maximum scan batch size to use for building unique keys. Increasing this value may speed up builds of unique keys but impacts ongoing traffic as well.

• MemReportFrequency: Frequency of memory reports in seconds; 0 = report only when exceeding percentage limits.

• [MinDiskWriteSpeed](#_bookmark186): Minimum number of bytes per second that can be written by LCP and backup.

• [MinFreePct](#_bookmark187): Percentage of memory resources to keep in reserve for restarts.

• [NodeGroup](#_bookmark188): Node group to which data node belongs; used only during initial start of cluster.

• [NodeGroupTransporters](#_bookmark113): Number of transporters to use between nodes in same node group.

• [NodeId](#_bookmark189): Number uniquely identifying data node among all nodes in cluster.

• [NoOfFragmentLogFiles](#_bookmark190): Number of 16 MB redo log files in each of 4 file sets belonging to data node.

• [NoOfReplicas](#_bookmark85): Number of copies of all data in database.

• Numa: (Linux only; requires libnuma) Controls NUMA support. Setting to 0 permits system to determine use of interleaving by data node process; 1 means that it is determined by data node.

• [ODirect](#_bookmark191): Use O\_DIRECT file reads and writes when possible.

• [ODirectSyncFlag](#_bookmark192): O\_DIRECT writes are treated as synchronized writes; ignored when ODirect is not enabled, InitFragmentLogFiles is set to SPARSE, or both.

• RealtimeScheduler: When true, data node threads are scheduled as real-time threads. Default is false.

• [RecoveryWork](#_bookmark84): Percentage of storage overhead for LCP files: greater value means less work in normal operations, more work during recovery.

• [RedoBuffer](#_bookmark193): Number of bytes on each data node allocated for writing redo logs.

• RedoOverCommitCounter: When RedoOverCommitLimit has been exceeded this many times, transactions are aborted, and operations are handled as specified by DefaultOperationRedoProblemAction.

• RedoOverCommitLimit: Each time that flushing current redo buffer takes longer than this many seconds, number of times that this has happened is compared to RedoOverCommitCounter.

• [ReservedConcurrentIndexOperations](#_bookmark101): Number of simultaneous index operations having dedicated resources on one data node.

• [ReservedConcurrentOperations](#_bookmark102): Number of simultaneous operations having dedicated resources in transaction coordinators on one data node.

• [ReservedConcurrentScans](#_bookmark103): Number of simultaneous scans having dedicated resources on one data node.

• [ReservedConcurrentTransactions](#_bookmark104): Number of simultaneous transactions having dedicated resources on one data node.

• [ReservedFiredTriggers](#_bookmark105): Number of triggers having dedicated resources on one data node.

• [ReservedLocalScans](#_bookmark106): Number of simultaneous fragment scans having dedicated resources on one data node.

• [ReservedTransactionBufferMemory](#_bookmark107): Dynamic buffer space (in bytes) for key and attribute data allocated to each data node.

• [RestartOnErrorInsert](#_bookmark194): Control type of restart caused by inserting error (when StopOnError is enabled).

• SchedulerExecutionTimer: Number of microseconds to execute in scheduler before sending.

• SchedulerResponsiveness: Set NDB scheduler response optimization 0-10; higher values provide better response time but lower throughput.

• SchedulerSpinTimer: Number of microseconds to execute in scheduler before sleeping.

• [ServerPort](#_bookmark195): Port used to set up transporter for incoming connections from API nodes.

• SharedGlobalMemory: Total number of bytes on each data node allocated for any use.

• SpinMethod: Determines spin method used by data node; see documentation for details.

• StartFailRetryDelay: Delay in seconds after start failure prior to retry; requires StopOnError = 0.

• [StartFailureTimeout](#_bookmark196): Milliseconds to wait before terminating. (0=Wait forever).

• [StartNoNodeGroupTimeout](#_bookmark197): Time to wait for nodes without nodegroup before trying to start (0=forever).

• [StartPartialTimeout](#_bookmark198): Milliseconds to wait before trying to start without all nodes. (0=Wait forever).

• [StartPartitionedTimeout](#_bookmark199): Milliseconds to wait before trying to start partitioned. (0=Wait forever).

• StartupStatusReportFrequency: Frequency of status reports during startup.

• [StopOnError](#_bookmark200): When set to 0, data node automatically restarts and recovers following node failures.

• [StringMemory](#_bookmark109): Default size of string memory (0 to 100 = % of maximum, 101+ = actual bytes).

• [TcpBind\_INADDR\_ANY](#_bookmark201): Bind IP\_ADDR\_ANY so that connections can be made from anywhere (for autogenerated connections).

• [TimeBetweenEpochs](#_bookmark202): Time between epochs (synchronization used for replication).

• [TimeBetweenEpochsTimeout](#_bookmark203): Timeout for time between epochs. Exceeding causes node shutdown.

• [TimeBetweenGlobalCheckpoints](#_bookmark204): Time between group commits of transactions to disk.

• [TimeBetweenGlobalCheckpointsTimeout](#_bookmark205): Minimum timeout for group commit of transactions to disk.

• [TimeBetweenInactiveTransactionAbortCheck](#_bookmark206): Time between checks for inactive transactions.

• [TimeBetweenLocalCheckpoints](#_bookmark207): Time between taking snapshots of database (expressed in base-2 logarithm of bytes).

• [TimeBetweenWatchDogCheck](#_bookmark208): Time between execution checks inside data node.

• [TimeBetweenWatchDogCheckInitial](#_bookmark209): Time between execution checks inside data node (early start phases when memory is allocated).

• TotalSendBufferMemory: Total memory to use for all transporter send buffers..

• [TransactionBufferMemory](#_bookmark100): Dynamic buffer space (in bytes) for key and attribute data allocated for each data node.

• [TransactionDeadlockDetectionTimeout](#_bookmark210): Time transaction can spend executing within data node. This is time that transaction coordinator waits for each data node participating in transaction to

execute request. If data node takes more than this amount of time, transaction is aborted.

• [TransactionInactiveTimeout](#_bookmark211): Milliseconds that application waits before executing another part of transaction. This is time transaction coordinator waits for application to execute or send another part (query, statement) of transaction. If application takes too much time, then transaction is aborted. Timeout = 0 means that application never times out.

• [TransactionMemory](#_bookmark111): Memory allocated for transactions on each data node.

• TwoPassInitialNodeRestartCopy: Copy data in 2 passes during initial node restart, which enables multithreaded building of ordered indexes for such restarts.

• [UndoDataBuffer](#_bookmark125): Unused; has no effect.

• [UndoIndexBuffer](#_bookmark126): Unused; has no effect.

• [UseShm](#_bookmark212): Use shared memory connections between this data node and API node also running on this host.

The following parameters are specific to ndbmtd:
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• ClassicFragmentation: When true, use traditional table fragmentation; set false to enable flexible distribution of fragments among LDMs. Disabled by AutomaticThreadConfig.

• EnableMultithreadedBackup: Enable multi-threaded backup.

• MaxNoOfExecutionThreads: For ndbmtd only, specify maximum number of execution threads.

• NoOfFragmentLogParts: Number of redo log file groups belonging to this data node.

• NumCPUs: Specify number of CPUs to use with AutomaticThreadConfig.

• PartitionsPerNode: Determines the number of table partitions created on each data node; not used if ClassicFragmentation is enabled.

• ThreadConfig: Used for configuration of multithreaded data nodes (ndbmtd). Default is empty string; see documentation for syntax and other information.

**23.4.2.2** **NDB** **Cluster** **Management** **Node** **Configuration** **Parameters**

The listing in this section provides information about parameters used in the [ndb\_mgmd] or [mgm] section of a config.ini file for configuring NDB Cluster management nodes. For detailed descriptions and other additional information about each of these parameters, see [Section 23.4.3.5,](#_bookmark213) [“Defining an NDB Cluster Management Server”](#_bookmark213) .

• [ArbitrationDelay](#_bookmark214): When asked to arbitrate, arbitrator waits this long before voting (milliseconds).

• [ArbitrationRank](#_bookmark215): If 0, then management node is not arbitrator. Kernel selects arbitrators in order 1, 2.

• [DataDir](#_bookmark216): Data directory for this node.

• [ExecuteOnComputer](#_bookmark217): String referencing earlier defined COMPUTER.

• [ExtraSendBufferMemory](#_bookmark218): Memory to use for send buffers in addition to any allocated by TotalSendBufferMemory or SendBufferMemory. Default (0) allows up to 16MB.

• [HeartbeatIntervalMgmdMgmd](#_bookmark219): Time between management-node-to-management-node heartbeats; connection between management nodes is considered lost after 3 missed heartbeats.

• [HeartbeatThreadPriority](#_bookmark220): Set heartbeat thread policy and priority for management nodes; see manual for allowed values.

• [HostName](#_bookmark221): Host name or IP address for this management node.

• [Id](#_bookmark222): Number identifying management node. Now deprecated; use NodeId instead.

• [LogDestination](#_bookmark223): Where to send log messages: console, system log, or specified log file.

• [NodeId](#_bookmark224): Number uniquely identifying management node among all nodes in cluster.

• [PortNumber](#_bookmark225): Port number to send commands to and fetch configuration from management server.

• [PortNumberStats](#_bookmark226): Port number used to get statistical information from management server.

• [TotalSendBufferMemory](#_bookmark227): Total memory to use for all transporter send buffers.

• [wan](#_bookmark228): Use WAN TCP setting as default.

**Note**

After making changes in a management node's configuration, it is necessary to perform a rolling restart of the cluster for the new configuration to take effect.

See [Section 23.4.3.5, “Defining an NDB Cluster Management Server”](#_bookmark213) , for more information.

To add new management servers to a running NDB Cluster, it is also necessary perform a rolling restart of all cluster nodes after modifying any existing config.ini files. For more information about issues arising when using multiple management nodes, see [Section 23.2.7.10, “Limitations Relating to](#_bookmark135) [Multiple NDB Cluster Nodes”](#_bookmark135) .

**23.4.2.3** **NDB** **Cluster** **SQL** **Node** **and** **API** **Node** **Configuration** **Parameters**

The listing in this section provides information about parameters used in the [mysqld] and [api] sections of a config.ini file for configuring NDB Cluster SQL nodes and API nodes. For detailed descriptions and other additional information about each of these parameters, see Section 23.4.3.7, “Defining SQL and Other API Nodes in an NDB Cluster” .

• ApiVerbose: Enable NDB API debugging; for NDB development.

• ArbitrationDelay: When asked to arbitrate, arbitrator waits this many milliseconds before voting.

• ArbitrationRank: If 0, then API node is not arbitrator. Kernel selects arbitrators in order 1, 2.

• AutoReconnect: Specifies whether an API node should reconnect fully when disconnected from cluster.

• BatchByteSize: Default batch size in bytes.

• BatchSize: Default batch size in number of records.

• ConnectBackoffMaxTime: Specifies longest time in milliseconds (~100ms resolution) to allow between connection attempts to any given data node by this API node. Excludes time elapsed while connection attempts are ongoing, which in worst case can take several seconds. Disable by setting to 0. If no data nodes are currently connected to this API node, StartConnectBackoffMaxTime is used instead.

• ConnectionMap: Specifies which data nodes to connect.

• DefaultHashMapSize: Set size (in buckets) to use for table hash maps. Three values are supported: 0, 240, and 3840.

• DefaultOperationRedoProblemAction: How operations are handled in event that RedoOverCommitCounter is exceeded.

• ExecuteOnComputer: String referencing earlier defined COMPUTER.

• ExtraSendBufferMemory: Memory to use for send buffers in addition to any allocated by TotalSendBufferMemory or SendBufferMemory. Default (0) allows up to 16MB.

• HeartbeatThreadPriority: Set heartbeat thread policy and priority for API nodes; see manual for allowed values.

• HostName: Host name or IP address for this SQL or API node.

• Id: Number identifying MySQL server or API node (Id). Now deprecated; use NodeId instead.

• MaxScanBatchSize: Maximum collective batch size for one scan.

• NodeId: Number uniquely identifying SQL node or API node among all nodes in cluster.

• StartConnectBackoffMaxTime: Same as ConnectBackoffMaxTime except that this parameter is used in its place if no data nodes are connected to this API node.

• TotalSendBufferMemory: Total memory to use for all transporter send buffers.

• wan: Use WAN TCP setting as default.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAACoCAYAAAAsGPToAAAAUElEQVRYhe3PMRGAMBjF4PxctXTGH5JQw8RdVdQBGOANTDAk6zelgJXnZgFXwH0JAID4ETZgBJsN6AGP362IoiiKoiiKoiiKoii+xQK2YOcNoc8IL1jTVjwAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAArCAYAAAAKasrDAAAEiklEQVRYhcWZTWhUVxTHf3fG6WRoYj7G+DHuShZB0xinmSRuhOLEFN2ki8CAKAhu0kK7FtNN60YKggul4MLWdJEmG62KMOMEiosUNIIopilGiLEYqJJSTCbGp/8u4pu++Ygz82Ym/mFg3rnnPn7vvHPO3HvH4JAkD/AlEANagTrc6Q3wGrAAFfD7E5gEho0xv6/pKekjSX/o/em1pO8l1Ti5zFu4D4E5oNFlxCqpH4wxg/aFDTgKDNjGa9euMTo6yuPHj6tK4vV66erq4siRI7S2tjqHosaYJG/h/JLe2HE+e/asWM2bdfsEg0E9ePDA+bp/TaNK+sS2WpalYDC47oCABgYGnIB/2XwbgIh9MT09zfPnz53wBV9TuTLGAHD79m2nOSSpwRjzjwf4wLa+fPmy6kBraWVlJdvkA/CsP0ppcgW4uLhIZ2cnp06dYn5+vtJMmZL0lZ2Zd+7cyUjctXThwoW0j9frVX9/v65cuaJXr16V3J3t+2zfvj17qLlkwCdPnujcuXPyer15KzEUCunEiROamZlZf0DLstTU1JQDFY1G5fP5Mmx9fX2ampoqKqKFAIvOQa/Xy4EDBzJsp0+fJpFIMDs7y9DQEJs2bQJg7969dHd3c/jwYSzLKjrd8qrYCErS2NhYeuz48eM540tLSzp//ry2bduW9ovFYu+MZMUiCNDX14ff7wdgeXk5ZzwQCHDs2DFCoVDaNjIyUlYkSwKsq6tj3759AFy+fHlNv9nZ2YzrciBL7oP9/f0APHr0iPv37+eMDw8P8+zZsxy7a8hSclCSnj59KmOMAJ08eTJj7OLFi/J4PO9cFGTnJAVy0FWj7unpEaBwOKyJiQmNjY1paGioIFw+yEKAG0qL96oGBwfp7e1lZmaGPXv2lDx/ZGQEWE2HgnITQUk6c+ZM2WvAWCxW2TbjVDQaZfPmzW6nA/9Hcg31QBmAO3bsYHx8nObmZre3yJByF8c/Sqotaz24c+fOikEuLCxkt6AvjDEvyl6wtrW1kUwm07/DbpVKpbL75Djgvkiydffu3bI3XH6/X5OTk5Upkmy1t7eTTCZpampyfY9Lly4RDoczbBXdk+zatYtkMkljo7sDinzzKr5p6ujo4MaNG64g9+/fz7179zJsVdnVhcNhEokEDQ0NJc3r7u6mpaUl01ipIsmnW7duqb6+vugCWVpack7/DKq8L+7s7CSRSFBfX1/QNxgMEggEnKafVW6jLkaRSIR4PM7GjRsB8Pl8RCKRHD/7CMShryvSqItRV1cX8XicLVu2cPXqVSYmJjh06BC9vb3vmhYHqpuD2VpcXEx/tyxLqVSqqPXgvzZybW1txiPkCXvVlCdPU7BaJOmD65aWFrZu3bpuUE5lve4FY8wLACR5Ja3Ycb1586ZqamrKXoyW8tm9e7fm5+edr/c3m9Q+o/4G+NY2zs3Ncf36dR4+fFjBGOXK4/HQ0dHBwYMHqatL/+PxBmgzxkylHSV5JGUcEr9HfZf3aSQFJP30HsGWJR3N5sopU0kfA58DnwLVrhgB00AS+MUY83e2w39cfGiGGdAm+wAAAABJRU5ErkJggg==)For a discussion of MySQL server options for NDB Cluster, see MySQL Server Options for NDB Cluster. For information about MySQL server system variables relating to NDB Cluster, see NDB Cluster System Variables.

**Note**

To add new SQL or API nodes to the configuration of a running NDB Cluster, it is necessary to perform a rolling restart of all cluster nodes after adding new

[mysqld] or [api] sections to the config.ini file (or files, if you are using more than one management server). This must be done before the new SQL or API nodes can connect to the cluster.

It is *not* necessary to perform any restart of the cluster if new SQL or API nodes can employ previously unused API slots in the cluster configuration to connect to the cluster.

**23.4.2.4** **Other** **NDB** **Cluster** **Configuration** **Parameters**

The listings in this section provide information about parameters used in the [computer], [tcp], and [shm] sections of a config.ini file for configuring NDB Cluster. For detailed descriptions and additional information about individual parameters, see Section 23.4.3.10, “NDB Cluster TCP/IP Connections” , or Section 23.4.3.12, “NDB Cluster Shared-Memory Connections” , as appropriate.

The following parameters apply to the config.ini file's [computer] section:

• [HostName](#_bookmark229): Host name or IP address of this computer.

• [Id](#_bookmark230): Unique identifier for this computer.

The following parameters apply to the config.ini file's [tcp] section:

• AllowUnresolvedHostNames: When false (default), failure by management node to resolve host name results in fatal error; when true, unresolved host names are reported as warnings only.

• Checksum: If checksum is enabled, all signals between nodes are checked for errors.

• Group: Used for group proximity; smaller value is interpreted as being closer.

• HostName1: Name or IP address of first of two computers joined by TCP connection.

• HostName2: Name or IP address of second of two computers joined by TCP connection.

• NodeId1: ID of node (data node, API node, or management node) on one side of connection.

• NodeId2: ID of node (data node, API node, or management node) on one side of connection.

• NodeIdServer: Set server side of TCP connection.

• OverloadLimit: When more than this many unsent bytes are in send buffer, connection is considered overloaded.

• PreferIPVersion: Indicate DNS resolver preference for IP version 4 or 6.

• PreSendChecksum: If this parameter and Checksum are both enabled, perform pre-send checksum checks, and check all TCP signals between nodes for errors.

• Proxy: ....

• ReceiveBufferMemory: Bytes of buffer for signals received by this node.

• SendBufferMemory: Bytes of TCP buffer for signals sent from this node.

• SendSignalId: Sends ID in each signal. Used in trace files. Defaults to true in debug builds.

• TCP\_MAXSEG\_SIZE: Value used for TCP\_MAXSEG.

• TCP\_RCV\_BUF\_SIZE: Value used for SO\_RCVBUF.

• TCP\_SND\_BUF\_SIZE: Value used for SO\_SNDBUF.

• TcpBind\_INADDR\_ANY: Bind InAddrAny instead of host name for server part of connection. The following parameters apply to the config.ini file's [shm] section:

• Checksum: If checksum is enabled, all signals between nodes are checked for errors.

• Group: Used for group proximity; smaller value is interpreted as being closer.

• HostName1: Name or IP address of first of two computers joined by SHM connection.

• HostName2: Name or IP address of second of two computers joined by SHM connection.

• NodeId1: ID of node (data node, API node, or management node) on one side of connection.

• NodeId2: ID of node (data node, API node, or management node) on one side of connection.

• NodeIdServer: Set server side of SHM connection.

• OverloadLimit: When more than this many unsent bytes are in send buffer, connection is considered overloaded.

• PreSendChecksum: If this parameter and Checksum are both enabled, perform pre-send checksum checks, and check all SHM signals between nodes for errors.

• SendBufferMemory: Bytes in shared memory buffer for signals sent from this node.

• SendSignalId: Sends ID in each signal. Used in trace files.

• ShmKey: Shared memory key; when set to 1, this is calculated by NDB.

• ShmSpinTime: When receiving, number of microseconds to spin before sleeping.

• ShmSize: Size of shared memory segment.

• Signum: Signal number to be used for signalling.

**23.4.2.5** **NDB** **Cluster** **mysqld** **Option** **and** **Variable** **Reference**

The following list includes command-line options, system variables, and status variables applicable within mysqld when it is running as an SQL node in an NDB Cluster. For a reference to *all* command- line options, system variables, and status variables used with or relating to mysqld, see Section 5.1.4, “Server Option, System Variable, and Status Variable Reference” .

• Com\_show\_ndb\_status: Count of SHOW NDB STATUS statements.

• Handler\_discover: Number of times that tables have been discovered.

• ndb-applier-allow-skip-epoch: Lets replication applier skip epochs.

• ndb-batch-size: Size (in bytes) to use for NDB transaction batches.

• ndb-blob-read-batch-bytes: Specifies size in bytes that large BLOB reads should be batched into. 0 = no limit.

• ndb-blob-write-batch-bytes: Specifies size in bytes that large BLOB writes should be batched into. 0 = no limit.

• ndb-cluster-connection-pool: Number of connections to cluster used by MySQL.

• ndb-cluster-connection-pool-nodeids: Comma-separated list of node IDs for connections to cluster used by MySQL; number of nodes in list must match value set for --ndb-cluster-connection- pool.

• ndb-connectstring: Address of NDB management server distributing configuration information for this cluster.

• ndb-default-column-format: Use this value (FIXED or DYNAMIC) by default for COLUMN\_FORMAT and ROW\_FORMAT options when creating or adding table columns.

• ndb-deferred-constraints: Specifies that constraint checks on unique indexes (where these are supported) should be deferred until commit time. Not normally needed or used; for testing purposes only.

• ndb-distribution: Default distribution for new tables in NDBCLUSTER (KEYHASH or LINHASH, default is KEYHASH).

• ndb-log-apply-status: Cause MySQL server acting as replica to log mysql.ndb\_apply\_status updates received from its immediate source in its own binary log, using its own server ID. Effective only if server is started with --ndbcluster option.

• ndb-log-empty-epochs: When enabled, causes epochs in which there were no changes to be written to ndb\_apply\_status and ndb\_binlog\_index tables, even when --log-slave-updates is enabled.

• ndb-log-empty-update: When enabled, causes updates that produced no changes to be written to ndb\_apply\_status and ndb\_binlog\_index tables, even when --log-slave-updates is enabled.

• ndb-log-exclusive-reads: Log primary key reads with exclusive locks; allow conflict resolution based on read conflicts.

• ndb-log-fail-terminate: Terminate mysqld process if complete logging of all found row events is not possible.

• ndb-log-orig: Log originating server id and epoch in mysql.ndb\_binlog\_index table.

• ndb-log-transaction-dependency: Make binary log thread calculate transaction dependencies for every transaction it writes to binary log.

• ndb-log-transaction-id: Write NDB transaction IDs in binary log. Requires --log-bin-v1- events=OFF.

• ndb-log-update-minimal: Log updates in minimal format.

• ndb-log-updated-only: Log complete rows (ON) or updates only (OFF).

• ndb-log-update-as-write: Toggles logging of updates on source between updates (OFF) and writes (ON).

• ndb-mgmd-host: Set host (and port, if desired) for connecting to management server.

• ndb-nodeid: NDB Cluster node ID for this MySQL server.

• ndb-optimized-node-selection: Enable optimizations for selection of nodes for transactions. Enabled by default; use --skip-ndb-optimized-node-selection to disable.

• ndb-transid-mysql-connection-map: Enable or disable ndb\_transid\_mysql\_connection\_map plugin; that is, enable or disable INFORMATION\_SCHEMA table having that name.

• ndb-wait-connected: Time (in seconds) for MySQL server to wait for connection to cluster management and data nodes before accepting MySQL client connections.

• ndb-wait-setup: Time (in seconds) for MySQL server to wait for NDB engine setup to complete.

• ndb-allow-copying-alter-table: Set to OFF to keep ALTER TABLE from using copying operations on NDB tables.

• Ndb\_api\_adaptive\_send\_deferred\_count: Number of adaptive send calls not actually sent by this MySQL Server (SQL node).

• Ndb\_api\_adaptive\_send\_deferred\_count\_session: Number of adaptive send calls not actually sent in this client session.

• Ndb\_api\_adaptive\_send\_deferred\_count\_replica: Number of adaptive send calls not actually sent by this replica.

• Ndb\_api\_adaptive\_send\_deferred\_count\_slave: Number of adaptive send calls not actually sent by this replica.

• Ndb\_api\_adaptive\_send\_forced\_count: Number of adaptive sends with forced-send set sent by this MySQL Server (SQL node).

• Ndb\_api\_adaptive\_send\_forced\_count\_session: Number of adaptive sends with forced- send set in this client session.

• Ndb\_api\_adaptive\_send\_forced\_count\_replica: Number of adaptive sends with forced- send set sent by this replica.

• Ndb\_api\_adaptive\_send\_forced\_count\_slave: Number of adaptive sends with forced-send set sent by this replica.

• Ndb\_api\_adaptive\_send\_unforced\_count: Number of adaptive sends without forced-send sent by this MySQL Server (SQL node).

• Ndb\_api\_adaptive\_send\_unforced\_count\_session: Number of adaptive sends without forced-send in this client session.

• Ndb\_api\_adaptive\_send\_unforced\_count\_replica: Number of adaptive sends without forced-send sent by this replica.

• Ndb\_api\_adaptive\_send\_unforced\_count\_slave: Number of adaptive sends without forced- send sent by this replica.

• Ndb\_api\_bytes\_received\_count: Quantity of data (in bytes) received from data nodes by this MySQL Server (SQL node).

• Ndb\_api\_bytes\_received\_count\_session: Quantity of data (in bytes) received from data nodes in this client session.

• Ndb\_api\_bytes\_received\_count\_replica: Quantity of data (in bytes) received from data nodes by this replica.

• Ndb\_api\_bytes\_received\_count\_slave: Quantity of data (in bytes) received from data nodes by this replica.

• Ndb\_api\_bytes\_sent\_count: Quantity of data (in bytes) sent to data nodes by this MySQL Server (SQL node).

• Ndb\_api\_bytes\_sent\_count\_session: Quantity of data (in bytes) sent to data nodes in this client session.

• Ndb\_api\_bytes\_sent\_count\_replica: Qunatity of data (in bytes) sent to data nodes by this replica.

• Ndb\_api\_bytes\_sent\_count\_slave: Qunatity of data (in bytes) sent to data nodes by this replica.

• Ndb\_api\_event\_bytes\_count: Number of bytes of events received by this MySQL Server (SQL node).

• Ndb\_api\_event\_bytes\_count\_injector: Number of bytes of event data received by NDB binary log injector thread.

• Ndb\_api\_event\_data\_count: Number of row change events received by this MySQL Server (SQL node).

• Ndb\_api\_event\_data\_count\_injector: Number of row change events received by NDB binary log injector thread.

• Ndb\_api\_event\_nondata\_count: Number of events received, other than row change events, by this MySQL Server (SQL node).

• Ndb\_api\_event\_nondata\_count\_injector: Number of events received, other than row change events, by NDB binary log injector thread.

• Ndb\_api\_pk\_op\_count: Number of operations based on or using primary keys by this MySQL Server (SQL node).

• Ndb\_api\_pk\_op\_count\_session: Number of operations based on or using primary keys in this client session.

• Ndb\_api\_pk\_op\_count\_replica: Number of operations based on or using primary keys by this replica.

• Ndb\_api\_pk\_op\_count\_slave: Number of operations based on or using primary keys by this replica.

• Ndb\_api\_pruned\_scan\_count: Number of scans that have been pruned to one partition by this MySQL Server (SQL node).

• Ndb\_api\_pruned\_scan\_count\_session: Number of scans that have been pruned to one partition in this client session.

• Ndb\_api\_pruned\_scan\_count\_replica: Number of scans that have been pruned to one partition by this replica.

• Ndb\_api\_pruned\_scan\_count\_slave: Number of scans that have been pruned to one partition by this replica.

• Ndb\_api\_range\_scan\_count: Number of range scans that have been started by this MySQL Server (SQL node).

• Ndb\_api\_range\_scan\_count\_session: Number of range scans that have been started in this client session.

• Ndb\_api\_range\_scan\_count\_replica: Number of range scans that have been started by this replica.

• Ndb\_api\_range\_scan\_count\_slave: Number of range scans that have been started by this replica.

• Ndb\_api\_read\_row\_count: Total number of rows that have been read by this MySQL Server (SQL node).

• Ndb\_api\_read\_row\_count\_session: Total number of rows that have been read in this client session.

• Ndb\_api\_read\_row\_count\_replica: Total number of rows that have been read by this replica.

• Ndb\_api\_read\_row\_count\_slave: Total number of rows that have been read by this replica.

• Ndb\_api\_scan\_batch\_count: Number of batches of rows received by this MySQL Server (SQL node).

• Ndb\_api\_scan\_batch\_count\_session: Number of batches of rows received in this client session.

• Ndb\_api\_scan\_batch\_count\_replica: Number of batches of rows received by this replica.

• Ndb\_api\_scan\_batch\_count\_slave: Number of batches of rows received by this replica.

• Ndb\_api\_table\_scan\_count: Number of table scans that have been started, including scans of internal tables, by this MySQL Server (SQL node).

• Ndb\_api\_table\_scan\_count\_session: Number of table scans that have been started, including scans of internal tables, in this client session.

• Ndb\_api\_table\_scan\_count\_replica: Number of table scans that have been started, including scans of internal tables, by this replica.

• Ndb\_api\_table\_scan\_count\_slave: Number of table scans that have been started, including scans of internal tables, by this replica.

• Ndb\_api\_trans\_abort\_count: Number of transactions aborted by this MySQL Server (SQL node).

• Ndb\_api\_trans\_abort\_count\_session: Number of transactions aborted in this client session.

• Ndb\_api\_trans\_abort\_count\_replica: Number of transactions aborted by this replica.

• Ndb\_api\_trans\_abort\_count\_slave: Number of transactions aborted by this replica.

• Ndb\_api\_trans\_close\_count: Number of transactions aborted (may be greater than sum of TransCommitCount and TransAbortCount) by this MySQL Server (SQL node).

• Ndb\_api\_trans\_close\_count\_session: Number of transactions aborted (may be greater than sum of TransCommitCount and TransAbortCount) in this client session.

• Ndb\_api\_trans\_close\_count\_replica: Number of transactions aborted (may be greater than sum of TransCommitCount and TransAbortCount) by this replica.

• Ndb\_api\_trans\_close\_count\_slave: Number of transactions aborted (may be greater than sum of TransCommitCount and TransAbortCount) by this replica.

• Ndb\_api\_trans\_commit\_count: Number of transactions committed by this MySQL Server (SQL node).

• Ndb\_api\_trans\_commit\_count\_session: Number of transactions committed in this client session.

• Ndb\_api\_trans\_commit\_count\_replica: Number of transactions committed by this replica.

• Ndb\_api\_trans\_commit\_count\_slave: Number of transactions committed by this replica.

• Ndb\_api\_trans\_local\_read\_row\_count: Total number of rows that have been read by this MySQL Server (SQL node).

• Ndb\_api\_trans\_local\_read\_row\_count\_session: Total number of rows that have been read in this client session.

• Ndb\_api\_trans\_local\_read\_row\_count\_replica: Total number of rows that have been read by this replica.

• Ndb\_api\_trans\_local\_read\_row\_count\_slave: Total number of rows that have been read by this replica.

• Ndb\_api\_trans\_start\_count: Number of transactions started by this MySQL Server (SQL node).

• Ndb\_api\_trans\_start\_count\_session: Number of transactions started in this client session.

• Ndb\_api\_trans\_start\_count\_replica: Number of transactions started by this replica.

• Ndb\_api\_trans\_start\_count\_slave: Number of transactions started by this replica.

• Ndb\_api\_uk\_op\_count: Number of operations based on or using unique keys by this MySQL Server (SQL node).

• Ndb\_api\_uk\_op\_count\_session: Number of operations based on or using unique keys in this client session.

• Ndb\_api\_uk\_op\_count\_replica: Number of operations based on or using unique keys by this replica.

• Ndb\_api\_uk\_op\_count\_slave: Number of operations based on or using unique keys by this replica.

• Ndb\_api\_wait\_exec\_complete\_count: Number of times thread has been blocked while waiting for operation execution to complete by this MySQL Server (SQL node).

• Ndb\_api\_wait\_exec\_complete\_count\_session: Number of times thread has been blocked while waiting for operation execution to complete in this client session.

• Ndb\_api\_wait\_exec\_complete\_count\_replica: Number of times thread has been blocked while waiting for operation execution to complete by this replica.

• Ndb\_api\_wait\_exec\_complete\_count\_slave: Number of times thread has been blocked while waiting for operation execution to complete by this replica.

• Ndb\_api\_wait\_meta\_request\_count: Number of times thread has been blocked waiting for metadata-based signal by this MySQL Server (SQL node).

• Ndb\_api\_wait\_meta\_request\_count\_session: Number of times thread has been blocked waiting for metadata-based signal in this client session.

• Ndb\_api\_wait\_meta\_request\_count\_replica: Number of times thread has been blocked waiting for metadata-based signal by this replica.

• Ndb\_api\_wait\_meta\_request\_count\_slave: Number of times thread has been blocked waiting for metadata-based signal by this replica.

• Ndb\_api\_wait\_nanos\_count: Total time (in nanoseconds) spent waiting for some type of signal from data nodes by this MySQL Server (SQL node).

• Ndb\_api\_wait\_nanos\_count\_session: Total time (in nanoseconds) spent waiting for some type of signal from data nodes in this client session.

• Ndb\_api\_wait\_nanos\_count\_replica: Total time (in nanoseconds) spent waiting for some type of signal from data nodes by this replica.

• Ndb\_api\_wait\_nanos\_count\_slave: Total time (in nanoseconds) spent waiting for some type of signal from data nodes by this replica.

• Ndb\_api\_wait\_scan\_result\_count: Number of times thread has been blocked while waiting for scan-based signal by this MySQL Server (SQL node).

• Ndb\_api\_wait\_scan\_result\_count\_session: Number of times thread has been blocked while waiting for scan-based signal in this client session.

• Ndb\_api\_wait\_scan\_result\_count\_replica: Number of times thread has been blocked while waiting for scan-based signal by this replica.

• Ndb\_api\_wait\_scan\_result\_count\_slave: Number of times thread has been blocked while waiting for scan-based signal by this replica.

• ndb\_autoincrement\_prefetch\_sz: NDB auto-increment prefetch size.

• ndb\_cache\_check\_time: Number of milliseconds between checks of cluster SQL nodes made by MySQL query cache.

• ndb\_clear\_apply\_status: Causes RESET SLAVE/RESET REPLICA to clear all rows from ndb\_apply\_status table; ON by default.

• Ndb\_cluster\_node\_id: Node ID of this server when acting as NDB Cluster SQL node.

• Ndb\_config\_from\_host: NDB Cluster management server host name or IP address.

• Ndb\_config\_from\_port: Port for connecting to NDB Cluster management server.

• Ndb\_config\_generation: Generation number of the current configuration of the cluster.

• Ndb\_conflict\_fn\_epoch: Number of rows that have been found in conflict by NDB$EPOCH() NDB replication conflict detection function.

• Ndb\_conflict\_fn\_epoch2: Number of rows that have been found in conflict by NDB replication NDB$EPOCH2() conflict detection function.

• Ndb\_conflict\_fn\_epoch2\_trans: Number of rows that have been found in conflict by NDB replication NDB$EPOCH2\_TRANS() conflict detection function.

• Ndb\_conflict\_fn\_epoch\_trans: Number of rows that have been found in conflict by NDB $EPOCH\_TRANS() conflict detection function.

• Ndb\_conflict\_fn\_max: Number of times that NDB replication conflict resolution based on "greater timestamp wins" has been applied to update and delete operations.

• Ndb\_conflict\_fn\_max\_del\_win: Number of times that NDB replication conflict resolution based on outcome of NDB$MAX\_DELETE\_WIN() has been applied to update and delete operations.

• Ndb\_conflict\_fn\_max\_ins: Number of times that NDB replication conflict resolution based on "greater timestamp wins" has been applied to insert operations.

• Ndb\_conflict\_fn\_max\_del\_win\_ins: Number of times that NDB replication conflict resolution based on outcome of NDB$MAX\_DEL\_WIN\_INS() has been applied to insert operations.

• Ndb\_conflict\_fn\_old: Number of times in NDB replication "same timestamp wins" conflict resolution has been applied.

• Ndb\_conflict\_last\_conflict\_epoch: Most recent NDB epoch on this replica in which some conflict was detected.

• Ndb\_conflict\_last\_stable\_epoch: Number of rows found to be in conflict by transactional conflict function.

• Ndb\_conflict\_reflected\_op\_discard\_count: Number of reflected operations that were not applied due error during execution.

• Ndb\_conflict\_reflected\_op\_prepare\_count: Number of reflected operations received that have been prepared for execution.

• Ndb\_conflict\_refresh\_op\_count: Number of refresh operations that have been prepared.

• ndb\_conflict\_role: Role for replica to play in conflict detection and resolution. Value is one of PRIMARY, SECONDARY, PASS, or NONE (default). Can be changed only when replication SQL thread is stopped. See documentation for further information.

• Ndb\_conflict\_trans\_conflict\_commit\_count: Number of epoch transactions committed after requiring transactional conflict handling.

• Ndb\_conflict\_trans\_detect\_iter\_count: Number of internal iterations required to commit epoch transaction. Should be (slightly) greater than or equal to Ndb\_conflict\_trans\_conflict\_commit\_count.

• Ndb\_conflict\_trans\_reject\_count: Number of transactions rejected after being found in conflict by transactional conflict function.

• Ndb\_conflict\_trans\_row\_conflict\_count: Number of rows found in conflict by transactional conflict function. Includes any rows included in or dependent on conflicting transactions.

• Ndb\_conflict\_trans\_row\_reject\_count: Total number of rows realigned after being found in conflict by transactional conflict function. Includes Ndb\_conflict\_trans\_row\_conflict\_count and any

rows included in or dependent on conflicting transactions.

• ndb\_data\_node\_neighbour: Specifies cluster data node "closest" to this MySQL Server, for transaction hinting and fully replicated tables.

• ndb\_default\_column\_format: Sets default row format and column format (FIXED or DYNAMIC) used for new NDB tables.

• ndb\_deferred\_constraints: Specifies that constraint checks should be deferred (where these are supported). Not normally needed or used; for testing purposes only.

• ndb\_dbg\_check\_shares: Check for any lingering shares (debug builds only).

• ndb-schema-dist-timeout: How long to wait before detecting timeout during schema distribution.

• ndb\_distribution: Default distribution for new tables in NDBCLUSTER (KEYHASH or LINHASH, default is KEYHASH).

• Ndb\_epoch\_delete\_delete\_count: Number of delete-delete conflicts detected (delete operation is applied, but row does not exist).

• ndb\_eventbuffer\_free\_percent: Percentage of free memory that should be available in event buffer before resumption of buffering, after reaching limit set by ndb\_eventbuffer\_max\_alloc.

• ndb\_eventbuffer\_max\_alloc: Maximum memory that can be allocated for buffering events by NDB API. Defaults to 0 (no limit).

• Ndb\_execute\_count: Number of round trips to NDB kernel made by operations.

• ndb\_extra\_logging: Controls logging of NDB Cluster schema, connection, and data distribution events in MySQL error log.

• ndb\_force\_send: Forces sending of buffers to NDB immediately, without waiting for other threads.

• ndb\_fully\_replicated: Whether new NDB tables are fully replicated.

• ndb\_index\_stat\_enable: Use NDB index statistics in query optimization.

• ndb\_index\_stat\_option: Comma-separated list of tunable options for NDB index statistics; list should contain no spaces.

• ndb\_join\_pushdown: Enables pushing down of joins to data nodes.

• Ndb\_last\_commit\_epoch\_server: Epoch most recently committed by NDB.

• Ndb\_last\_commit\_epoch\_session: Epoch most recently committed by this NDB client.

• ndb\_log\_apply\_status: Whether or not MySQL server acting as replica logs

mysql.ndb\_apply\_status updates received from its immediate source in its own binary log, using its own server ID.

• ndb\_log\_bin: Write updates to NDB tables in binary log. Effective only if binary logging is enabled with --log-bin.

• ndb\_log\_binlog\_index: Insert mapping between epochs and binary log positions into ndb\_binlog\_index table. Defaults to ON. Effective only if binary logging is enabled.

• ndb\_log\_empty\_epochs: When enabled, epochs in which there were no changes are written to ndb\_apply\_status and ndb\_binlog\_index tables, even when log\_replica\_updates or log\_slave\_updates is enabled.

• ndb\_log\_empty\_update: When enabled, updates which produce no changes are written to ndb\_apply\_status and ndb\_binlog\_index tables, even when log\_replica\_updates or log\_slave\_updates is enabled.

• ndb\_log\_exclusive\_reads: Log primary key reads with exclusive locks; allow conflict resolution based on read conflicts.

• ndb\_log\_orig: Whether id and epoch of originating server are recorded in mysql.ndb\_binlog\_index table. Set using --ndb-log-orig option when starting mysqld.

• ndb\_log\_transaction\_id: Whether NDB transaction IDs are written into binary log (Read-only).

• ndb\_log\_transaction\_compression: Whether to compress NDB binary log; can also be enabled on startup by enabling --binlog-transaction-compression option.

• ndb\_log\_transaction\_compression\_level\_zstd: The ZSTD compression level to use when writing compressed transactions to the NDB binary log.

• ndb\_metadata\_check: Enable auto-detection of NDB metadata changes with respect to MySQL data dictionary; enabled by default.

• Ndb\_metadata\_blacklist\_size: Number of NDB metadata objects that NDB binlog thread has failed to synchronize; renamed in NDB 8.0.22 as Ndb\_metadata\_excluded\_count.

• ndb\_metadata\_check\_interval: Interval in seconds to perform check for NDB metadata changes with respect to MySQL data dictionary.

• Ndb\_metadata\_detected\_count: Number of times NDB metadata change monitor thread has detected changes.

• Ndb\_metadata\_excluded\_count: Number of NDB metadata objects that NDB binlog thread has failed to synchronize.

• ndb\_metadata\_sync: Triggers immediate synchronization of all changes between NDB dictionary and MySQL data dictionary; causes ndb\_metadata\_check and ndb\_metadata\_check\_interval values to be ignored. Resets to false when synchronization is complete.

• Ndb\_metadata\_synced\_count: Number of NDB metadata objects which have been synchronized.

• Ndb\_number\_of\_data\_nodes: Number of data nodes in this NDB cluster; set only if server participates in cluster.

• ndb-optimization-delay: Number of milliseconds to wait between processing sets of rows by OPTIMIZE TABLE on NDB tables.

• ndb\_optimized\_node\_selection: Determines how SQL node chooses cluster data node to use as transaction coordinator.

• Ndb\_pruned\_scan\_count: Number of scans executed by NDB since cluster was last started where partition pruning could be used.

• Ndb\_pushed\_queries\_defined: Number of joins that API nodes have attempted to push down to data nodes.

• Ndb\_pushed\_queries\_dropped: Number of joins that API nodes have tried to push down, but failed.

• Ndb\_pushed\_queries\_executed: Number of joins successfully pushed down and executed on data nodes.

• Ndb\_pushed\_reads: Number of reads executed on data nodes by pushed-down joins.

• ndb\_read\_backup: Enable read from any replica for all NDB tables; use NDB\_TABLE=READ\_BACKUP={0|1} with CREATE TABLE or ALTER TABLE to enable or disable for individual NDB tables.

• ndb\_recv\_thread\_activation\_threshold: Activation threshold when receive thread takes over polling of cluster connection (measured in concurrently active threads).

• ndb\_recv\_thread\_cpu\_mask: CPU mask for locking receiver threads to specific CPUs; specified as hexadecimal. See documentation for details.

• Ndb\_replica\_max\_replicated\_epoch: Most recently committed NDB epoch on this replica. When this value is greater than or equal to Ndb\_conflict\_last\_conflict\_epoch, no conflicts have yet been detected.

• ndb\_replica\_batch\_size: Batch size in bytes for replica applier.

• ndb\_report\_thresh\_binlog\_epoch\_slip: NDB 7.5 and later: Threshold for number of epochs completely buffered, but not yet consumed by binlog injector thread which when exceeded generates BUFFERED\_EPOCHS\_OVER\_THRESHOLD event buffer status message; prior to NDB 7.5: Threshold for number of epochs to lag behind before reporting binary log status.

• ndb\_report\_thresh\_binlog\_mem\_usage: Threshold for percentage of free memory remaining before reporting binary log status.

• ndb\_row\_checksum: When enabled, set row checksums; enabled by default.

• Ndb\_scan\_count: Total number of scans executed by NDB since cluster was last started.

• ndb\_schema\_dist\_lock\_wait\_timeout: Time during schema distribution to wait for lock before returning error.

• ndb\_schema\_dist\_timeout: Time to wait before detecting timeout during schema distribution.

• ndb\_schema\_dist\_upgrade\_allowed: Allow schema distribution table upgrade when connecting to NDB.

• ndb\_show\_foreign\_key\_mock\_tables: Show mock tables used to support foreign\_key\_checks=0.

• ndb\_slave\_conflict\_role: Role for replica to play in conflict detection and resolution. Value is one of PRIMARY, SECONDARY, PASS, or NONE (default). Can be changed only when replication SQL thread is stopped. See documentation for further information.

• Ndb\_slave\_max\_replicated\_epoch: Most recently committed NDB epoch on this replica. When this value is greater than or equal to Ndb\_conflict\_last\_conflict\_epoch, no conflicts have yet been

detected.

• Ndb\_system\_name: Configured cluster system name; empty if server not connected to NDB.

• ndb\_table\_no\_logging: NDB tables created when this setting is enabled are not checkpointed to disk (although table schema files are created). Setting in effect when table is created with or altered to use NDBCLUSTER persists for table's lifetime.

• ndb\_table\_temporary: NDB tables are not persistent on disk: no schema files are created and tables are not logged.

• Ndb\_trans\_hint\_count\_session: Number of transactions using hints that have been started in this session.

• ndb\_use\_copying\_alter\_table: Use copying ALTER TABLE operations in NDB Cluster.

• ndb\_use\_exact\_count: Forces NDB to use a count of records during SELECT COUNT(\*) query planning to speed up this type of query.

• ndb\_use\_transactions: Set to OFF, to disable transaction support by NDB. Not recommended except in certain special cases; see documentation for details.

• ndb\_version: Shows build and NDB engine version as an integer.

• ndb\_version\_string: Shows build information including NDB engine version in ndb-x.y.z format.

• ndbcluster: Enable NDB Cluster (if this version of MySQL supports it). Disabled by --skip- ndbcluster.

• ndbinfo: Enable ndbinfo plugin, if supported.

• ndbinfo\_database: Name used for NDB information database; read only.

• ndbinfo\_max\_bytes: Used for debugging only.

• ndbinfo\_max\_rows: Used for debugging only.

• ndbinfo\_offline: Put ndbinfo database into offline mode, in which no rows are returned from tables or views.

• ndbinfo\_show\_hidden: Whether to show ndbinfo internal base tables in mysql client; default is OFF.

• ndbinfo\_table\_prefix: Prefix to use for naming ndbinfo internal base tables; read only.

• ndbinfo\_version: ndbinfo engine version; read only.

• replica\_allow\_batching: Turns update batching on and off for replica.

• server\_id\_bits: Number of least significant bits in server\_id actually used for identifying server, permitting NDB API applications to store application data in most significant bits. server\_id must be less than 2 to power of this value.

• skip-ndbcluster: Disable NDB Cluster storage engine.

• slave\_allow\_batching: Turns update batching on and off for replica.

• transaction\_allow\_batching: Allows batching of statements within one transaction. Disable AUTOCOMMIT to use.

**23.4.3** **NDB** **Cluster** **Configuration** **Files**

Configuring NDB Cluster requires working with two files:

• my.cnf: Specifies options for all NDB Cluster executables. This file, with which you should be familiar with from previous work with MySQL, must be accessible by each executable running in the cluster.

• config.ini: This file, sometimes known as the *global* *configuration* *file*, is read only by the NDB Cluster management server, which then distributes the information contained therein to all processes participating in the cluster. config.ini contains a description of each node involved in the cluster. This includes configuration parameters for data nodes and configuration parameters for connections between all nodes in the cluster. For a quick reference to the sections that can appear in this file, and what sorts of configuration parameters may be placed in each section, see [Sections of the](#_bookmark231) [config.ini File](#_bookmark231).

**Caching** **of** **configuration** **data.** NDB uses *stateful* *configuration*. Rather than reading the global configuration file every time the management server is restarted, the management server caches the
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• **The** **management** **server** **is** **started** **using** **the** **--initial** **option.** When --initial is used, the global configuration file is re-read, any existing cache files are deleted, and the management server creates a new configuration cache.

• **The** **management** **server** **is** **started** **using** **the** **--reload** **option.** The --reload option causes the management server to compare its cache with the global configuration file. If they differ, the management server creates a new configuration cache; any existing configuration cache is preserved, but not used. If the management server's cache and the global configuration file contain the same configuration data, then the existing cache is used, and no new cache is created.

• **The** **management** **server** **is** **started** **using** **--config-cache=FALSE.** This disables -- config-cache (enabled by default), and can be used to force the management server to bypass configuration caching altogether. In this case, the management server ignores any configuration files that may be present, always reading its configuration data from the config.ini file instead.

• **No** **configuration** **cache** **is** **found.** In this case, the management server reads the global configuration file and creates a cache containing the same configuration data as found in the file.

**Configuration** **cache** **files.** The management server by default creates configuration cache files in a directory named mysql-cluster in the MySQL installation directory. (If you build NDB Cluster from source on a Unix system, the default location is /usr/local/mysql-cluster.) This can be overridden at runtime by starting the management server with the --configdir option. Configuration cache files are binary files named according to the pattern ndb\_*node\_id*\_config.bin.*seq\_id*, where *node\_id* is the management server's node ID in the cluster, and *seq\_id* is a cache identifier. Cache files are numbered sequentially using *seq\_id*, in the order in which they are created. The management server uses the latest cache file as determined by the *seq\_id*.

**Note**

It is possible to roll back to a previous configuration by deleting later configuration cache files, or by renaming an earlier cache file so that it has a higher *seq\_id*. However, since configuration cache files are written in a binary format, you should not attempt to edit their contents by hand.

For more information about the --configdir, --config-cache, --initial, and --reload options for the NDB Cluster management server, see Section 23.5.4, “ndb\_mgmd — The NDB Cluster Management Server Daemon” .

We are continuously making improvements in NDB Cluster configuration and attempting to simplify this process. Although we strive to maintain backward compatibility, there may be times when introduce an incompatible change. In such cases we try to let NDB Cluster users know in advance if a change is not backward compatible. If you find such a change and we have not documented it, please report it in the MySQL bugs database using the instructions given in Section 1.5, “How to Report Bugs or Problems” .

**23.4.3.1** **NDB** **Cluster** **Configuration:** **Basic** **Example**

To support NDB Cluster, you should update my.cnf as shown in the following example. You may also specify these parameters on the command line when invoking the executables.

**Note**

The options shown here should not be confused with those that are used in config.ini global configuration files. Global configuration options are discussed later in this section.

# my.cnf

# example additions to my .cnf for NDB Cluster

# (valid in MySQL 8.0)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAABtCAYAAABtPXvvAAAASUlEQVRIie3PMRWAMBQEwQkvrtCGFQxEBxUCcIANMMCvSXHbTrUNu+/OhqfAsRQAgj9hx1HY3bFWON1KMBgMBoPBYHAybNgKu14zLwgPkRaPswAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAoCAYAAACFFRgXAAAFlklEQVRYhcWYTUxUVxTHzx0GAgqNgSlKpDoNdeGU+JmYNKYaUkHYWONK2yYVNEGMCdRV67jAGAiSpolGIxGNwW4MoWnrB0QNsSG0sV0oolFJYQHKR2OsgyiDZZhfF/Q9730zINSROclbcO//nP/v3Xe578xTEsMAUkVkmYhkiggiMqSU6oylR0wCcAFfAn8RGT8A78eb0Q4gA2iPAqrHGFASb1YBFPCjky4YDBIOh6NBr4g38Fad6Pbt26xfvx63243X66WmpsYJ/hug4gWbBPxpkXR3d+PxeJDJfzb7qqmpca70F/ECLtcptmzZEgErIiQlJdHT06NL+5k8TeYUNh342yK4fv16VFjr2rrV2DkA1XMN/J3lPDExwZo1awzAffv2kZaWZoxdu3ZNB34J5MwV7AfAP5bzuXPnDLDFixczOjpKbW2tMe7z+RgfH9ehf54r4CbL8cWLF2RnZxtgZ8+enVzCly9ZtmyZMXfs2DHn1ih427Af625VVVUG0MqVK5mYmLDnL126ZMwvWLCAx48f6yXuAYlvC9YF/GE5DQ0NkZqaOt0+BaCwsNDQ7NmzxympeFvAn+kupaWlBkhRUVEELMCDBw9ITEy0dS6Xi46ODl0yDGTGGjYF6LMc7t69i8vlsiESEhK4c+dOVGCA/fv3Gze3ceNG5xuwPtbA3+jVi4qKDIDdu3dPCQsQCATIzMw0chobG3VJGFgbK9hM4JlV+erVq4bx/PnzGRgYsJ0vX75MWVkZZWVl1NXVvVrC+nojb8mSJYyOjurQvxKLPgM4aVUMhUKsWLHCMK6srDRWUz9/t2/fbo9He8EcOnTI+TA+f1PYDwH7nDpz5oxhmJWVxfPnzw3HEydOTLlV2tvbjfyUlBR6e3t1yZv1GUCzVWlkZISsrCzDsL6+3rlCNDQ02PPl5eUR8zt27DBq6E/hv6j6v7AFepXKykrDKDc3l1AoFAHU1NRkaw4cOBAx//DhQ+bNm2fUamtr0yWz7zOABKDTfk79/REmLS0tETAALS0ttqa6ujqq5vDhw0atVatWOW/+p9kCG5uvpKTEMMjPz48KAtDW1mbrjh49GlUTDAbxer1GzVOnTjll+TOFTQMGrayOjg6UUtO9qYy4efOmrT19+vSUOn3riAgej4enT5/qkpn1GcBhKyMcDrNp0yaj8M6dO6eEAOjq6rK158+fn1abl5dn1K6oqHBKyl8Hmw3Yp3lzc3PEMfTo0aNpIQKBAH6/H7/fz71796bVdnZ2kpCQYNd3u93OnADw7nTADZZyfHwcn89nAB88eHBaACuuXLlCY2Ojs2GPGnv37jU8CgoKnH3Gqalg1+qquro6o9DChQsZGRl5LcDx48ftnOLi4tfqnzx5Qnp6uuF14cIFXRIG1jhhFfCLpRgeHo5oVk6ePMlMYtu2bXaO1+udUY5+kyJCTk4OY2NjTlmyDvypPuP3+40Cy5cvn9Hjhcl9b/W/tbW1M8oJhULk5uYankeOHHHKjlmwLuCuNdrX10dycrKRfPHixRkZW9Hb28v9+/dnldPa2mp4pqamGl0g0AO4BSjUR3ft2mUk5uXlzcr4TULfTiJCaWmpU/KpYvKr4hkRkVAoJB6PR4aHh+3tsnr1avF6vVOeLLGMwcFBuXHjhv33okWLZGBgQJSy2+QSAUos/GAwaPz+ivfldrudTX6xS7/D5ORkWbduXcxW7E1jw4YNkpKSog9NCPAe2pec7u7uiL43HtfSpUvp6urSV/cF4FEiIkCdiJRatxEIBKS1tVVu3bolQIzXbfpQSonP55PNmzdLRkaGPnVEKfW1BfyOiNwUkbn5QDf76BKR1UqpoEtERCn1TETyRaQprljR43sR+UQpFRQRifhZDXwkIl+JSLaIzO2H51fxXET6ReRbpdTv+sS/m6Gn9ziYzUQAAAAASUVORK5CYII=)

# enable ndbcluster storage engine, and provide connection string for

# management server host (default port is 1186)

[mysqld]

ndbcluster

ndb-connectstring=ndb\_mgmd.mysql.com

|  |  |
| --- | --- |
| # provide connection string for management  [ndbd]  connect-string=ndb\_mgmd.mysql.com  # provide connection string for management  [ndb\_mgm]  connect-string=ndb\_mgmd.mysql.com | server host (default port: 1186)  server host (default port: 1186) |

# provide location of cluster configuration file

# IMPORTANT: When starting the management server with this option in the

# configuration file, the use of --initial or --reload on the command line when

# invoking ndb\_mgmd is also required .

[ndb\_mgmd]

config-file=/etc/config.ini

(For more information on connection strings, see [Section 23.4.3.3, “NDB Cluster Connection Strings”](#_bookmark142) .)

# my.cnf

# example additions to my .cnf for NDB Cluster

# (works on all versions)

# enable ndbcluster storage engine, and provide connection string for management

# server host to the default port 1186

[mysqld]

ndbcluster

ndb-connectstring=ndb\_mgmd.mysql.com:1186

**Important**

Once you have started a mysqld process with the [NDBCLUSTER](#_bookmark58) and ndb- connectstring parameters in the [mysqld] in the my.cnf file as shown previously, you cannot execute any CREATE TABLE or ALTER TABLE statements without having actually started the cluster. Otherwise, these statements fail with an error. *This* *is* *by* *design*.

You may also use a separate [mysql\_cluster] section in the cluster my.cnf file for settings to be read and used by all executables:

# cluster-specific settings

[mysql\_cluster]

ndb-connectstring=ndb\_mgmd.mysql.com:1186

For additional [NDB](#_bookmark58) variables that can be set in the my.cnf file, see NDB Cluster System Variables.

The NDB Cluster global configuration file is by convention named config.ini (but this is not required). If needed, it is read by ndb\_mgmd at startup and can be placed in any location that can be read by it. The location and name of the configuration are specified using --config- file=*path\_name* with ndb\_mgmd on the command line. This option has no default value, and is ignored if ndb\_mgmd uses the configuration cache.

The global configuration file for NDB Cluster uses INI format, which consists of sections preceded by section headings (surrounded by square brackets), followed by the appropriate parameter names and values. One deviation from the standard INI format is that the parameter name and value can be separated by a colon (:) as well as the equal sign (=); however, the equal sign is preferred. Another deviation is that sections are not uniquely identified by section name. Instead, unique sections (such as two different nodes of the same type) are identified by a unique ID specified as a parameter within the section.

Default values are defined for most parameters, and can also be specified in config.ini. To create a default value section, simply add the word default to the section name. For example, an [ndbd]
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If used, the [ndbd default] section must precede any [ndbd] sections in the configuration file. This is also true for default sections of any other type.

**Note**

In some older releases of NDB Cluster, there was no default value for [NoOfReplicas](#_bookmark85), which always had to be specified explicitly in the [ndbd default] section. Although this parameter now has a default value of 2, which is the recommended setting in most common usage scenarios, it is still recommended practice to set this parameter explicitly.

The global configuration file must define the computers and nodes involved in the cluster and on which computers these nodes are located. An example of a simple configuration file for a cluster consisting of one management server, two data nodes and two MySQL servers is shown here:

# file "config.ini" - 2 data nodes and 2 SQL nodes

# This file is placed in the startup directory of ndb\_mgmd (the

# management server)

# The first MySQL Server can be started from any host . The second

# can be started only on the host mysqld\_5.mysql.com

[ndbd default]

NoOfReplicas= 2

DataDir= /var/lib/mysql-cluster

[ndb\_mgmd]

Hostname= ndb\_mgmd .mysql .com

DataDir= /var/lib/mysql-cluster

[ndbd]

HostName= ndbd\_2.mysql.com

[ndbd]

HostName= ndbd\_3.mysql.com

[mysqld]

[mysqld]

HostName= mysqld\_5.mysql.com

**Note**

The preceding example is intended as a minimal starting configuration for purposes of familiarization with NDB Cluster , and is almost certain not to be sufficient for production settings. See [Section 23.4.3.2, “Recommended Starting](#_bookmark232) [Configuration for NDB Cluster”](#_bookmark232) , which provides a more complete example starting configuration.

Each node has its own section in the config.ini file. For example, this cluster has two data nodes, so the preceding configuration file contains two [ndbd] sections defining these nodes.

**Note**

Do not place comments on the same line as a section heading in the config.ini file; this causes the management server not to start because it cannot parse the configuration file in such cases.

**Sections** **of** **the** **config.ini** **File**

There are six different sections that you can use in the config.ini configuration file, as described in the following list:

• [computer]: Defines cluster hosts. This is not required to configure a viable NDB Cluster, but be may used as a convenience when setting up a large cluster. See [Section 23.4.3.4, “Defining](#_bookmark233) [Computers in an NDB Cluster”](#_bookmark233) , for more information.

• [ndbd]: Defines a cluster data node (ndbd process). See [Section 23.4.3.6, “Defining NDB Cluster](#_bookmark86) [Data Nodes”](#_bookmark86) , for details.

• [mysqld]: Defines the cluster's MySQL server nodes (also called SQL or API nodes). For a discussion of SQL node configuration, see Section 23.4.3.7, “Defining SQL and Other API Nodes in an NDB Cluster” .

• [mgm] or [ndb\_mgmd]: Defines a cluster management server (MGM) node. For information concerning the configuration of management nodes, see [Section 23.4.3.5, “Defining an NDB Cluster](#_bookmark213) [Management Server”](#_bookmark213) .

• [tcp]: Defines a TCP/IP connection between cluster nodes, with TCP/IP being the default transport protocol. Normally, [tcp] or [tcp default] sections are not required to set up an NDB Cluster, as the cluster handles this automatically; however, it may be necessary in some situations to override the defaults provided by the cluster. See Section 23.4.3.10, “NDB Cluster TCP/IP Connections” , for information about available TCP/IP configuration parameters and how to use them. (You may also find Section 23.4.3.11, “NDB Cluster TCP/IP Connections Using Direct Connections” to be of interest in some cases.)

• [shm]: Defines shared-memory connections between nodes. In MySQL 8.0, it is enabled by default, but should still be considered experimental. For a discussion of SHM interconnects, see Section 23.4.3.12, “NDB Cluster Shared-Memory Connections” .

• [sci]: Defines Scalable Coherent Interface connections between cluster data nodes. Not supported in NDB 8.0.

You can define default values for each section. If used, a default section should come before any other sections of that type. For example, an [ndbd default] section should appear in the configuration file before any [ndbd] sections.

NDB Cluster parameter names are case-insensitive, unless specified in MySQL Server my.cnf or my.ini files.

**23.4.3.2** **Recommended** **Starting** **Configuration** **for** **NDB** **Cluster**

Achieving the best performance from an NDB Cluster depends on a number of factors including the following:

• NDB Cluster software version

• Numbers of data nodes and SQL nodes

• Hardware

• Operating system

• Amount of data to be stored

• Size and type of load under which the cluster is to operate

Therefore, obtaining an optimum configuration is likely to be an iterative process, the outcome of which can vary widely with the specifics of each NDB Cluster deployment. Changes in configuration are also likely to be indicated when changes are made in the platform on which the cluster is run, or in applications that use the NDB Cluster 's data. For these reasons, it is not possible to offer a single configuration that is ideal for all usage scenarios. However, in this section, we provide a recommended base configuration.

**Starting** **config.ini** **file.** The following config.ini file is a recommended starting point for configuring a cluster running NDB Cluster 8.0:

# TCP PARAMETERS

[tcp default]

SendBufferMemory=2M

ReceiveBufferMemory=2M

# Increasing the sizes of these 2 buffers beyond the default values

# helps prevent bottlenecks due to slow disk I/O.

# MANAGEMENT NODE PARAMETERS

[ndb\_mgmd default]

[DataDir](#_bookmark216)=*path/to/management/server/data/directory*

# It is possible to use a different data directory for each management

# server, but for ease of administration it is preferable to be

# consistent.

[ndb\_mgmd]

[HostName](#_bookmark221)=*management-server-A-hostname*

# [NodeId](#_bookmark224)=*management-server-A-nodeid*

[ndb\_mgmd]

[HostName](#_bookmark221)=*management-server-B-hostname*

# [NodeId](#_bookmark224)=*management-server-B-nodeid*

# Using 2 management servers helps guarantee that there is always an

# arbitrator in the event of network partitioning, and so is

# recommended for high availability . Each management server must be

# identified by a HostName . You may for the sake of convenience specify

# a NodeId for any management server, although one is allocated

# for it automatically; if you do so, it must be in the range 1-255

# inclusive and must be unique among all IDs specified for cluster

# nodes.

# DATA NODE PARAMETERS

[ndbd default]

[NoOfReplicas](#_bookmark85)=2

# Using two fragment replicas is recommended to guarantee availability of data; # using only one fragment replica does not provide any redundancy, which means # that the failure of a single data node causes the entire cluster to shut down. # It is also possible (but not required) in NDB 8.0 to use more than two # fragment replicas, although two fragment replicas are sufficient to provide # high availability.

[LockPagesInMainMemory](#_bookmark166)=1

# On Linux and Solaris systems, setting this parameter locks data node

# processes into memory . Doing so prevents them from swapping to disk,

# which can severely degrade cluster performance.

[DataMemory](#_bookmark108)=3456M

# The value provided for DataMemory assumes 4 GB RAM

# per data node . However, for best results, you should first calculate

# the memory that would be used based on the data you actually plan to

# store (you may find the ndb\_size .pl utility helpful in estimating

# this), then allow an extra 20% over the calculated values . Naturally,

# you should ensure that each data node host has at least as much

# physical memory as the sum of these two values.

# [ODirect](#_bookmark191)=1

# Enabling this parameter causes NDBCLUSTER to try using O\_DIRECT

# writes for local checkpoints and redo logs; this can reduce load on

# CPUs . We recommend doing so when using NDB Cluster on systems running

# Linux kernel 2.6 or later.

[NoOfFragmentLogFiles](#_bookmark190)=300

[DataDir](#_bookmark139)=*path/to/data/node/data/directory*

[MaxNoOfConcurrentOperations](#_bookmark95)=100000

SchedulerSpinTimer=400

SchedulerExecutionTimer=100

RealTimeScheduler=1

# Setting these parameters allows you to take advantage of real-time scheduling # of NDB threads to achieve increased throughput when using ndbd. They # are not needed when using ndbmtd; in particular, you should not set # RealTimeScheduler for ndbmtd data nodes.

[TimeBetweenGlobalCheckpoints](#_bookmark204)=1000

[TimeBetweenEpochs](#_bookmark202)=200

[RedoBuffer](#_bookmark193)=32M

# [CompressedLCP](#_bookmark150)=1

# CompressedBackup=1

# Enabling CompressedLCP and CompressedBackup causes, respectively, local

checkpoint files and backup files to be compressed, which can result in a space

savings of up to 50% over noncompressed LCPs and backups.

# [MaxNoOfLocalScans](#_bookmark99)=64

[MaxNoOfTables](#_bookmark145)=1024

[MaxNoOfOrderedIndexes](#_bookmark133)=256

[ndbd]

[HostName](#_bookmark161)=*data-node-A-hostname*

# [NodeId](#_bookmark189)=*data-node-A-nodeid*

LockExecuteThreadToCPU=1

LockMaintThreadsToCPU=0

# On systems with multiple CPUs, these parameters can be used to lock NDBCLUSTER

# threads to specific CPUs

[ndbd]

[HostName](#_bookmark161)=*data-node-B-hostname*

# [NodeId](#_bookmark189)=*data-node-B-nodeid*

LockExecuteThreadToCPU=1

LockMaintThreadsToCPU=0

# You must have an [ndbd] section for every data node in the cluster;

# each of these sections must include a HostName . Each section may

# optionally include a NodeId for convenience, but in most cases, it is

# sufficient to allow the cluster to allocate node IDs dynamically . If

# you do specify the node ID for a data node, it must be in the range 1

# to 144 inclusive and must be unique among all IDs specified for

# cluster nodes.

# SQL NODE / API NODE PARAMETERS

[mysqld]

# HostName=*sql-node-A-hostname*

# NodeId=*sql-node-A-nodeid*

[mysqld]

[mysqld]

# Each API or SQL node that connects to the cluster requires a [mysqld]

# or [api] section of its own . Each such section defines a connection

# “slot” ; you should have at least as many of these sections in the

# config .ini file as the total number of API nodes and SQL nodes that

# you wish to have connected to the cluster at any given time . There is

# no performance or other penalty for having extra slots available in

# case you find later that you want or need more API or SQL nodes to

# connect to the cluster at the same time .

# If no HostName is specified for a given [mysqld] or [api] section,

# then *any* API or SQL node may use that slot to connect to the

# cluster. You may wish to use an explicit HostName for one connection slot

*host\_name* [:*port\_number*]

*host\_name* [:*port\_number*]

# to guarantee that an API or SQL node from that host can always

# connect to the cluster. If you wish to prevent API or SQL nodes from

# connecting from other than a desired host or hosts, then use a

# HostName for every [mysqld] or [api] section in the config.ini file.

# You can if you wish define a node ID (NodeId parameter) for any API or

# SQL node, but this is not necessary; if you do so, it must be in the

# range 1 to 255 inclusive and must be unique among all IDs specified

# for cluster nodes.

**Required** **my.cnf** **options** **for** **SQL** **nodes.** MySQL servers acting as NDB Cluster SQL nodes must always be started with the --ndbcluster and --ndb-connectstring options, either on the command line or in my.cnf.

**23.4.3.3** **NDB** **Cluster** **Connection** **Strings**

With the exception of the NDB Cluster management server (ndb\_mgmd), each node that is part of an NDB Cluster requires a *connection* *string* that points to the management server's location.

This connection string is used in establishing a connection to the management server as well as in performing other tasks depending on the node's role in the cluster. The syntax for a connection string is as follows:

[nodeid=*node\_id*, ]*host-definition* [, *host-definition* [, ...]]

*host-definition*:

node\_id is an integer greater than or equal to 1 which identifies a node in config.ini. *host\_name* is a string representing a valid Internet host name or IP address. *port\_number* is an integer referring to a TCP/IP port number.

"nodeid=2,myhost1:1100,myhost2:1100,198.51.100.3:1200"

"myhost1"

example 1 (long):

example 2 (short):

localhost:1186 is used as the default connection string value if none is provided. If *port\_num* is omitted from the connection string, the default port is 1186. This port should always be available on the network because it has been assigned by IANA for this purpose (see [http://www.iana.org/assignments/](http://www.iana.org/assignments/port-numbers) [port-numbers](http://www.iana.org/assignments/port-numbers) for details).

By listing multiple host definitions, it is possible to designate several redundant management servers. An NDB Cluster data or API node attempts to contact successive management servers on each host in the order specified, until a successful connection has been established.

It is also possible to specify in a connection string one or more bind addresses to be used by nodes having multiple network interfaces for connecting to management servers. A bind address consists of a hostname or network address and an optional port number. This enhanced syntax for connection strings is shown here:

[nodeid=*node\_id*, ]

[bind-address=*host-definition*, ]

*host-definition* [; bind-address=*host-definition*]

*host-definition* [; bind-address=*host-definition*]

[, ...]]

*host-definition*:

If a single bind address is used in the connection string *prior* to specifying any management hosts, then this address is used as the default for connecting to any of them (unless overridden for a given management server; see later in this section for an example). For example, the following connection string causes the node to use 198.51.100.242 regardless of the management server to which it connects:

bind-address=198.51.100.242, poseidon:1186, perch:1186

If a bind address is specified *following* a management host definition, then it is used only for connecting

to that management node. Consider the following connection string:

poseidon:1186;bind-address=localhost, perch:1186;bind-address=198.51.100.242

In this case, the node uses localhost to connect to the management server running on the host named poseidon and 198.51.100.242 to connect to the management server running on the host named perch.

You can specify a default bind address and then override this default for one or more specific management hosts. In the following example, localhost is used for connecting to the management server running on host poseidon; since 198.51.100.242 is specified first (before any management server definitions), it is the default bind address and so is used for connecting to the management servers on hosts perch and orca:

bind-address=198.51.100.242,poseidon:1186;bind-address=localhost,perch:1186,orca:2200

There are a number of different ways to specify the connection string:

• Each executable has its own command-line option which enables specifying the management server at startup. (See the documentation for the respective executable.)

• It is also possible to set the connection string for all nodes in the cluster at once by placing it in a [mysql\_cluster] section in the management server's my.cnf file.

• For backward compatibility, two other options are available, using the same syntax:

1. Set the NDB\_CONNECTSTRING environment variable to contain the connection string.

2. Write the connection string for each executable into a text file named Ndb.cfg and place this file in the executable's startup directory.

However, these are now deprecated and should not be used for new installations.

The recommended method for specifying the connection string is to set it on the command line or in the my.cnf file for each executable.

**23.4.3.4** **Defining** **Computers** **in** **an** **NDB** **Cluster**

The [computer] section has no real significance other than serving as a way to avoid the need of defining host names for each node in the system. All parameters mentioned here are required.

• Id

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | string |
| Default | [...] |
| Range | ... |
| Restart Type | **Initial** **System** **Restart:**  Requires a complete shutdown of the cluster, wiping and restoring the cluster file system from a backup, and then restarting the cluster. (NDB 8.0.13) |
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• HostName
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**Important**

The computer ID is *not* the same as the node ID used for a management, API, or data node. Unlike the case with node IDs, you cannot use NodeId in place of Id in the [computer] section of the config.ini file.

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | name or IP  address |
| Default | [...] |
| Range | ... |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This is the computer's hostname or IP address.

**Restart** **types.** Information about the restart types used by the parameter descriptions in this section is shown in the following table:

**Table** **23.8** **NDB** **Cluster** **restart** **types**

|  |  |  |
| --- | --- | --- |
| **Symbol** | **Restart** **Type** | **Description** |
| N | Node | The parameter can be updated using a rolling restart (see  Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” ) |
| S | System | All cluster nodes must be shut down completely, then restarted, to effect a change in this parameter |
| I | Initial | Data nodes must be restarted using the --initial option |

**23.4.3.5** **Defining** **an** **NDB** **Cluster** **Management** **Server**

The [ndb\_mgmd] section is used to configure the behavior of the management server. If multiple management servers are employed, you can specify parameters common to all of them in an [ndb\_mgmd default] section. [mgm] and [mgm default] are older aliases for these, supported for backward compatibility.

All parameters in the following list are optional and assume their default values if omitted.

**Note**

If neither the ExecuteOnComputer nor the HostName parameter is present, the default value localhost is assumed for both.

• Id
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|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | [...] |
| Range | 1 - 255 |
| Restart Type | **Initial** **System** **Restart:**  Requires a complete shutdown of the cluster, wiping and restoring the cluster file system from a backup, and then restarting the cluster. (NDB 8.0.13) |

Each node in the cluster has a unique identity. For a management node, this is represented by an integer value in the range 1 to 255, inclusive. This ID is used by all internal cluster messages for addressing the node, and so must be unique for each NDB Cluster node, regardless of the type of node.

**Note**

Data node IDs must be less than 145. If you plan to deploy a large number of data nodes, it is a good idea to limit the node IDs for management nodes (and API nodes) to values greater than 144.

The use of the 工d parameter for identifying management nodes is deprecated in favor of [Node工d](#_bookmark224). Although 工d continues to be supported for backward compatibility, it now generates a warning and is subject to removal in a future version of NDB Cluster.

• Node工d

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | [...] |
| Range | 1 - 255 |
| Restart Type | **Initial** **System** **Restart:**  Requires a complete shutdown of the cluster, wiping and restoring the cluster file system from a backup, and then restarting |
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|  |  |
| --- | --- |
|  | the cluster.  (NDB 8.0.13) |

Each node in the cluster has a unique identity. For a management node, this is represented by an integer value in the range 1 to 255 inclusive. This ID is used by all internal cluster messages for addressing the node, and so must be unique for each NDB Cluster node, regardless of the type of node.

**Note**

Data node IDs must be less than 145. If you plan to deploy a large number of data nodes, it is a good idea to limit the node IDs for management nodes (and API nodes) to values greater than 144.

•

•

NodeId is the preferred parameter name to use when identifying management nodes. Although the older [Id](#_bookmark222) continues to be supported for backward compatibility, it is now deprecated and generates a warning when used; it is also subject to removal in a future NDB Cluster release.

ExecuteOnComputer

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | name |
| Default | [...] |
| Range | ... |
| Deprecated | Yes (in NDB  7.5) |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

This refers to the Id set for one of the computers defined in a [computer] section of the config.ini file.

**Important**

This parameter is deprecated, and is subject to removal in a future release. Use the [HostName](#_bookmark221) parameter instead.

PortNumber

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 1186 |
| Range | 0 - 64K |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and |

|  |  |
| --- | --- |
|  | restart of the  cluster. (NDB  8.0.13) |

This is the port number on which the management server listens for configuration requests and management commands.

•

The node ID for this node can be given out only to connections that explicitly request it. A management server that requests “any” node ID cannot use this one. This parameter can be used when running multiple management servers on the same host, and [HostName](#_bookmark221) is not sufficient for distinguishing among processes. Intended for use in testing.

• HostName

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | name or IP  address |
| Default | [...] |
| Range | ... |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Specifying this parameter defines the hostname of the computer on which the management node is to reside. To specify a hostname other than localhost, either this parameter or ExecuteOnComputer is required.

• [LocationDomainId](#_bookmark234)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 0 |
| Range | 0 - 16 |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

Assigns a management node to a specific [availability domain](https://docs.us-phoenix-1.oraclecloud.com/Content/General/Concepts/regions.htm) (also known as an availability zone) within a cloud. By informing NDB which nodes are in which availability domains, performance can be improved in a cloud environment in the following ways:

• If requested data is not found on the same node, reads can be directed to another node in the same availability domain.
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FILE:

filename=ndb\_nodeid\_cluster.log,

maxsize=1000000,

maxfiles=6

**Node** **Restart:**

Requires a

rolling restart

of the cluster. (NDB 8.0. 13)

• The transporter's group number can be based on which availability domain is used, such that also SQL and other API nodes communicate with local data nodes in the same availability domain whenever possible.

• The arbitrator can be selected from an availability domain in which no data nodes are present, or, if no such availability domain can be found, from a third availability domain.

LocationDomainId takes an integer value between 0 and 16 inclusive, with 0 being the default; using 0 is the same as leaving the parameter unset.

• LogDestination

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | {CONSOLE| SYSLOG|FILE} |
| Default |  |
| Range | ... |
| Restart Type |  |

This parameter specifies where to send cluster logging information. There are three options in this regard—CONSOLE, SYSLOG, and FILE—with FILE being the default:

• CONSOLE outputs the log to stdout:

CONSOLE

• SYSLOG sends the log to a syslog facility, possible values being one of auth, authpriv,

cron, daemon, ftp, kern, lpr, mail, news, syslog, user, uucp, local0, local1, local2, local3, local4, local5, local6, or local7.

**Note**

Not every facility is necessarily supported by every operating system.

SYSLOG:facility=syslog

• FILE pipes the cluster log output to a regular file on the same machine. The following values can be specified:

• filename: The name of the log file.

The default log file name used in such cases is ndb\_*nodeid*\_cluster.log.

• maxsize: The maximum size (in bytes) to which the file can grow before logging rolls over to a new file. When this occurs, the old log file is renamed by appending *.N*to the file name, where *N* is the next number not yet used with this name.

• maxfiles: The maximum number of log files.

FILE:filename=cluster.log,maxsize=1000000,maxfiles=6

The default value for the FILE parameter is

FILE:filename=ndb\_*node\_id*\_cluster.log,maxsize=1000000,maxfiles=6, where *node\_id* is the ID of the node.

It is possible to specify multiple log destinations separated by semicolons as shown here:

CONSOLE;SYSLOG:facility=local0;FILE:filename=/var/log/mgmd

• ArbitrationRank

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | 0-2 |
| Default | 1 |
| Range | 0 - 2 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter is used to define which nodes can act as arbitrators. Only management nodes and SQL nodes can be arbitrators. ArbitrationRank can take one of the following values:

• 0: The node is never used as an arbitrator.

• 1: The node has high priority; that is, it is preferred as an arbitrator over low-priority nodes.

• 2: Indicates a low-priority node which is used as an arbitrator only if a node with a higher priority is not available for that purpose.

Normally, the management server should be configured as an arbitrator by setting its ArbitrationRank to 1 (the default for management nodes) and those for all SQL nodes to 0 (the default for SQL nodes).

You can disable arbitration completely either by setting ArbitrationRank to 0 on all management and SQL nodes, or by setting the [Arbitration](#_bookmark147) parameter in the [ndbd default] section of the config.ini global configuration file. Setting [Arbitration](#_bookmark147) causes any settings for ArbitrationRank to be disregarded.

• ArbitrationDelay

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

An integer value which causes the management server's responses to arbitration requests to be delayed by that number of milliseconds. By default, this value is 0; it is normally not necessary to change it.

• DataDir

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | path |
| Default | . |
| Range | ... |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This specifies the directory where output files from the management server are placed. These files include cluster log files, process output files, and the daemon's process ID (PID) file. (For log files, this location can be overridden by setting the FILE parameter for [LogDestination](#_bookmark223), as discussed previously in this section.)

The default value for this parameter is the directory in which ndb\_mgmd is located.

• PortNumberStats

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | [...] |
| Range | 0 - 64K |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter specifies the port number used to obtain statistical information from an NDB Cluster

• [Wan](#_bookmark228)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | false |
| Range | true, false |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Use WAN TCP setting as default.

• HeartbeatThreadPriority

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | string |
| Default | [...] |
| Range | ... |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Set the scheduling policy and priority of heartbeat threads for management and API nodes. The syntax for setting this parameter is shown here:

HeartbeatThreadPriority = *policy*[, *priority*]

*policy*:

{FIFO | RR}

When setting this parameter, you must specify a policy. This is one of FIFO (first in, first out) or RR (round robin). The policy value is followed optionally by the priority (an integer).

• ExtraSendBufferMemory

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 0 |
| Range | 0 - 32G |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |
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|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 0 |
| Range | 256K - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter is used to determine the total amount of memory to allocate on this node for shared send buffer memory among all configured transporters.

If this parameter is set, its minimum permitted value is 256KB; 0 indicates that the parameter has not been set. For more detailed information, see Section 23.4.3.14, “Configuring NDB Cluster Send

Buffer Parameters” .

• HeartbeatIntervalMgmdMgmd

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 1500 |
| Range | 100 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Specify the interval between heartbeat messages used to determine whether another management node is on contact with this one. The management node waits after 3 of these intervals to declare the connection dead; thus, the default setting of 1500 milliseconds causes the management node to wait for approximately 1600 ms before timing out.

**Note**

After making changes in a management node's configuration, it is necessary to perform a rolling restart of the cluster for the new configuration to take effect.

To add new management servers to a running NDB Cluster, it is also necessary to perform a rolling restart of all cluster nodes after modifying any existing config.ini files. For more information about issues arising when using multiple management nodes, see [Section 23.2.7.10, “Limitations Relating to](#_bookmark135) [Multiple NDB Cluster Nodes”](#_bookmark135) .

**Restart** **types.** Information about the restart types used by the parameter descriptions in this section is shown in the following table:

**Table** **23.9** **NDB** **Cluster** **restart** **types**

|  |  |  |
| --- | --- | --- |
| **Symbol** | **Restart** **Type** | **Description** |
| N | Node | The parameter can be updated using a rolling restart (see  Section 23.6.5, “Performing a Rolling Restart of an NDB Cluster” ) |
| S | System | All cluster nodes must be shut down completely, then restarted, to effect a change in this parameter |
| I | Initial | Data nodes must be restarted using the --initial option |

**23.4.3.6** **Defining** **NDB** **Cluster** **Data** **Nodes**

The [ndbd] and [ndbd default] sections are used to configure the behavior of the cluster's data nodes.

[ndbd] and [ndbd default] are always used as the section names whether you are using ndbd or ndbmtd binaries for the data node processes.

There are many parameters which control buffer sizes, pool sizes, timeouts, and so forth. The only mandatory parameter is either one of ExecuteOnComputer or HostName; this must be defined in the local [ndbd] section.

The parameter [NoOfReplicas](#_bookmark85) should be defined in the [ndbd default] section, as it is common to all Cluster data nodes. It is not strictly necessary to set [NoOfReplicas](#_bookmark85), but it is good practice to set it explicitly.

Most data node parameters are set in the [ndbd default] section. Only those parameters explicitly stated as being able to set local values are permitted to be changed in the [ndbd] section. Where present, HostName, NodeId and ExecuteOnComputer *must* be defined in the local [ndbd] section, and not in any other section of config.ini. In other words, settings for these parameters are specific to one data node.

For those parameters affecting memory usage or buffer sizes, it is possible to use K, M, or G as a suffix to indicate units of 1024, 1024×1024, or 1024×1024×1024. (For example, 100K means 100 × 1024 = 102400.)

Parameter names and values are case-insensitive, unless used in a MySQL Server my.cnf or my.ini file, in which case they are case-sensitive.

Information about configuration parameters specific to NDB Cluster Disk Data tables can be found later in this section (see Disk Data Configuration Parameters).

All of these parameters also apply to ndbmtd (the multithreaded version of ndbd). Three additional data node configuration parameters—MaxNoOfExecutionThreads, ThreadConfig, and NoOfFragmentLogParts—apply to ndbmtd only; these have no effect when used with ndbd. For more information, see Multi-Threading Configuration Parameters (ndbmtd). See also Section 23.5.3, “ndbmtd — The NDB Cluster Data Node Daemon (Multi-Threaded)” .

**Identifying** **data** **nodes.** The NodeId or Id value (that is, the data node identifier) can be allocated on the command line when the node is started or in the configuration file.

• NodeId

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
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|  |  |
| --- | --- |
| Type or units | unsigned |
| Default | [...] |
| Range | 1 - 48 |
| Version (or  later) | NDB 8.0.18 |
| Type or units | unsigned |
| Default | [...] |
| Range | 1 - 144 |
| Restart Type | **Initial** **System** **Restart:**  Requires a complete shutdown of the cluster, wiping and restoring the cluster file system from a backup, and then restarting the cluster. (NDB 8.0.13) |

A unique node ID is used as the node's address for all cluster internal messages. For data nodes, this is an integer in the range 1 to 144 inclusive. Each node in the cluster must have a unique identifier.

NodeId is the only supported parameter name to use when identifying data nodes.

• ExecuteOnComputer

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | name |
| Default | [...] |
| Range | ... |
| Deprecated | Yes (in NDB  7.5) |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

This refers to the Id set for one of the computers defined in a [computer] section.

**Important**

This parameter is deprecated, and is subject to removal in a future release. Use the [HostName](#_bookmark161) parameter instead.
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•

The node ID for this node can be given out only to connections that explicitly request it. A management server that requests “any” node ID cannot use this one. This parameter can be used when running multiple management servers on the same host, and [HostName](#_bookmark161) is not sufficient for distinguishing among processes. Intended for use in testing.

• HostName

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | name or IP  address |
| Default | localhost |
| Range | ... |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Specifying this parameter defines the hostname of the computer on which the data node is to reside. To specify a hostname other than localhost, either this parameter or ExecuteOnComputer is required.

• [ServerPort](#_bookmark195)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | [...] |
| Range | 1 - 64K |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

Each node in the cluster uses a port to connect to other nodes. By default, this port is allocated dynamically in such a way as to ensure that no two nodes on the same host computer receive the same port number, so it should normally not be necessary to specify a value for this parameter.

However, if you need to be able to open specific ports in a firewall to permit communication between data nodes and API nodes (including SQL nodes), you can set this parameter to the number of the desired port in an [ndbd] section or (if you need to do this for multiple data nodes) the [ndbd default] section of the config.ini file, and then open the port having that number for incoming connections from SQL nodes, API nodes, or both.

**Note**

Connections from data nodes to management nodes is done using the ndb\_mgmd management port (the management server's [PortNumber](#_bookmark225)) so
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permitted.

• TcpBind\_INADDR\_ANY

Setting this parameter to TRUE or 1 binds IP\_ADDR\_ANY so that connections can be made from anywhere (for autogenerated connections). The default is FALSE ( 0).

• [NodeGroup](#_bookmark188)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | [...] |
| Range | 0 - 65536 |
| Restart Type | **Initial** **System** **Restart:**  Requires a complete shutdown of the cluster, wiping and restoring the cluster file system from a backup, and then restarting the cluster. (NDB 8.0.13) |

This parameter can be used to assign a data node to a specific node group. It is read only when the cluster is started for the first time, and cannot be used to reassign a data node to a different node group online. It is generally not desirable to use this parameter in the [ndbd default] section of the config.ini file, and care must be taken not to assign nodes to node groups in such a way that an invalid numbers of nodes are assigned to any node groups.

The [NodeGroup](#_bookmark188) parameter is chiefly intended for use in adding a new node group to a running NDB Cluster without having to perform a rolling restart. For this purpose, you should set it to 65536 (the maximum value). You are not required to set a [NodeGroup](#_bookmark188) value for all cluster data nodes, only for those nodes which are to be started and added to the cluster as a new node group at a later time. For more information, see Section 23.6.7.3, “Adding NDB Cluster Data Nodes Online: Detailed Example” .

• [LocationDomainId](#_bookmark235)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 0 |
| Range | 0 - 16 |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the |

|  |  |
| --- | --- |
|  | cluster. (NDB  8.0.13) |

Assigns a data node to a specific [availability domain](https://docs.us-phoenix-1.oraclecloud.com/Content/General/Concepts/regions.htm) (also known as an availability zone) within a cloud. By informing NDB which nodes are in which availability domains, performance can be improved in a cloud environment in the following ways:

• If requested data is not found on the same node, reads can be directed to another node in the same availability domain.

• Communication between nodes in different availability domains are guaranteed to use NDB transporters' WAN support without any further manual intervention.

• The transporter's group number can be based on which availability domain is used, such that also SQL and other API nodes communicate with local data nodes in the same availability domain

whenever possible.

• The arbitrator can be selected from an availability domain in which no data nodes are present, or, if no such availability domain can be found, from a third availability domain.

LocationDomainId takes an integer value between 0 and 16 inclusive, with 0 being the default; using 0 is the same as leaving the parameter unset.

• [NoOfReplicas](#_bookmark85)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 2 |
| Range | 1 - 2 |
| Version (or  later) | NDB 8.0.19 |
| Type or units | integer |
| Default | 2 |
| Range | 1 - 4 |
| Restart Type | **Initial** **System** **Restart:**  Requires a complete shutdown of the cluster, wiping and restoring the cluster file system from a backup, and then restarting the cluster. (NDB 8.0.13) |

This global parameter can be set only in the [ndbd default] section, and defines the number of fragment replicas for each table stored in the cluster. This parameter also specifies the size of node groups. A node group is a set of nodes all storing the same information.

Node groups are formed implicitly. The first node group is formed by the set of data nodes with the lowest node IDs, the next node group by the set of the next lowest node identities, and so on. By way of example, assume that we have 4 data nodes and that NoOfReplicas is set to 2. The four data
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If no node IDs are provided, the order of the data nodes is the determining factor for the node group. Whether or not explicit assignments are made, they can be viewed in the output of the management client's SHOW command.

The default value for NoOfReplicas is 2. This is the recommended value for most production environments. In NDB 8.0, setting this parameter's value to 3 or 4 is fully tested and supported in production.

**Warning**

Setting NoOfReplicas to 1 means that there is only a single copy of all Cluster data; in this case, the loss of a single data node causes the cluster to fail because there are no additional copies of the data stored by that node.

The number of data nodes in the cluster must be evenly divisible by the value of this parameter. For example, if there are two data nodes, then [NoOfReplicas](#_bookmark85) must be equal to either 1 or 2, since 2/3 and 2/4 both yield fractional values; if there are four data nodes, then NoOfReplicas must be equal to 1, 2, or 4.

• DataDir

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | path |
| Default | . |
| Range | ... |
| Restart Type | **Initial** **Node**  **Restart:**  Requires a  rolling restart  of the cluster; each data node must be restarted with --initial. (NDB 8.0. 13) |

This parameter specifies the directory where trace files, log files, pid files and error logs are placed. The default is the data node process working directory.

• [FileSystemPath](#_bookmark158)
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|  |  |
| --- | --- |
|  | rolling restart  of the cluster; each data node must be restarted with --initial. (NDB 8.0. 13) |

This parameter specifies the directory where all files created for metadata, REDO logs, UNDO logs (for Disk Data tables), and data files are placed. The default is the directory specified by DataDir.

**Note**

This directory must exist before the ndbd process is initiated.

The recommended directory hierarchy for NDB Cluster includes /var/lib/mysql-cluster, under which a directory for the node's file system is created. The name of this subdirectory contains the node ID. For example, if the node ID is 2, this subdirectory is named ndb\_2\_fs.

• [BackupDataDir](#_bookmark149)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | path |
| Default | FileSystemPath |
| Range | ... |
| Restart Type | **Initial** **Node**  **Restart:**  Requires a  rolling restart  of the cluster; each data node must be restarted with --initial. (NDB 8.0. 13) |

This parameter specifies the directory in which backups are placed.

**Important**

The string '/BACKUP' is always appended to this value. For example, if you set the value of [BackupDataDir](#_bookmark149) to /var/lib/cluster-data, then all backups are stored under /var/lib/cluster-data/BACKUP. This also means that the *effective* default backup location is the directory named BACKUP under the location specified by the [FileSystemPath](#_bookmark158) parameter.

**Data** **Memory,** **Index** **Memory,** **and** **String** **Memory**

[DataMemory](#_bookmark108) and [IndexMemory](#_bookmark132) are [ndbd] parameters specifying the size of memory segments used to store the actual records and their indexes. In setting values for these, it is important to understand how [DataMemory](#_bookmark108) is used, as it usually needs to be updated to reflect actual usage by the cluster.

**Note**

IndexMemory is deprecated, and subject to removal in a future version of NDB Cluster. See the descriptions that follow for further information.

• [DataMemory](#_bookmark108)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 98M |
| Range | 1M - 1T |
| Version (or  later) | NDB 8.0.19 |
| Type or units | bytes |
| Default | 98M |
| Range | 1M - 16T |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter defines the amount of space (in bytes) available for storing database records. The entire amount specified by this value is allocated in memory, so it is extremely important that the machine has sufficient physical memory to accommodate it.

The memory allocated by [DataMemory](#_bookmark108) is used to store both the actual records and indexes. There is a 16-byte overhead on each record; an additional amount for each record is incurred because it is stored in a 32KB page with 128 byte page overhead (see below). There is also a small amount wasted per page due to the fact that each record is stored in only one page.

For variable-size table attributes, the data is stored on separate data pages, allocated from [DataMemory](#_bookmark108). Variable-length records use a fixed-size part with an extra overhead of 4 bytes to reference the variable-size part. The variable-size part has 2 bytes overhead plus 2 bytes per attribute.

In NDB 8.0, the maximum record size is 30000 bytes.

Resources assigned to DataMemory are used for storing all data and indexes. (Any memory configured as IndexMemory is automatically added to that used by DataMemory to form a common resource pool.)

The memory space allocated by [DataMemory](#_bookmark108) consists of 32KB pages, which are allocated to table fragments. Each table is normally partitioned into the same number of fragments as there are data nodes in the cluster. Thus, for each node, there are the same number of fragments as are set in [NoOfReplicas](#_bookmark85).

Once a page has been allocated, it is currently not possible to return it to the pool of free pages, except by deleting the table. (This also means that [DataMemory](#_bookmark108) pages, once allocated to a given table, cannot be used by other tables.) Performing a data node recovery also compresses the partition because all records are inserted into empty partitions from other live nodes.

The [DataMemory](#_bookmark108) memory space also contains UNDO information: For each update, a copy of the unaltered record is allocated in the [DataMemory](#_bookmark108). There is also a reference to each copy in the ordered table indexes. Unique hash indexes are updated only when the unique index columns are updated, in which case a new entry in the index table is inserted and the old entry is deleted upon commit. For this reason, it is also necessary to allocate enough memory to handle the largest

transactions performed by applications using the cluster. In any case, performing a few large transactions holds no advantage over using many smaller ones, for the following reasons:

• Large transactions are not any faster than smaller ones

• Large transactions increase the number of operations that are lost and must be repeated in event of transaction failure

• Large transactions use more memory

The default value for [DataMemory](#_bookmark108) in NDB 8.0 is 98MB. The minimum value is 1MB. There is no maximum size, but in reality the maximum size has to be adapted so that the process does not start swapping when the limit is reached. This limit is determined by the amount of physical RAM available on the machine and by the amount of memory that the operating system may commit to any one process. 32-bit operating systems are generally limited to 2 −4GB per process; 64-bit operating systems can use more. For large databases, it may be preferable to use a 64-bit operating system for this reason.

• [IndexMemory](#_bookmark132)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 0 |
| Range | 1M - 1T |
| Deprecated | Yes (in NDB  7.6) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

The IndexMemory parameter is deprecated (and subject to future removal); any memory assigned to IndexMemory is allocated instead to the same pool as [DataMemory](#_bookmark108), which is solely responsible for all resources needed for storing data and indexes in memory. In NDB 8.0, the use of IndexMemory in the cluster configuration file triggers a warning from the management server.

You can estimate the size of a hash index using this formula:

size = ( (*fragments* \* 32K) + (*rows* \* 18) )

\* *fragment\_replicas*

*fragments* is the number of fragments, *fragment\_replicas* is the number of fragment replicas (normally 2), and *rows* is the number of rows. If a table has one million rows, eight fragments, and two fragment replicas, the expected index memory usage is calculated as shown here:

((8 \* 32K) + (1000000 \* 18)) \* 2 = ((8 \* 32768) + (1000000 \* 18)) \* 2

= (262144 + 18000000) \* 2

= 18262144 \* 2 = 36524288 bytes = ~35MB

Index statistics for ordered indexes (when these are enabled) are stored in the

mysql.ndb\_index\_stat\_sample table. Since this table has a hash index, this adds to index memory usage. An upper bound to the number of rows for a given ordered index can be calculated as follows:

sample\_size= key\_size + ((key\_attributes + 1) \* 4)

sample\_rows = IndexStatSaveSize

\* ((0.01 \* IndexStatSaveScale \* log2 (rows \* sample\_size)) + 1)

/ sample\_size

In the preceding formula, *key\_size* is the size of the ordered index key in bytes, *key\_attributes* is the number of attributes in the ordered index key, and *rows* is the number of rows in the base table.

Assume that table t1 has 1 million rows and an ordered index named ix1 on two four-byte integers. Assume in addition that IndexStatSaveSize and IndexStatSaveScale are set to their default values (32K and 100, respectively). Using the previous 2 formulas, we can calculate as follows:

sample\_size = 8 + ((1 + 2) \* 4) = 20 bytes

sample\_rows = 32K

\* ((0 .01 \* 100 \* log2 (1000000\*20)) + 1)

/ 20

= 32768 \* ( (1 \* ~16 .811) +1) / 20

= 32768 \* ~17 .811 / 20

= ~29182 rows

The expected index memory usage is thus 2 \* 18 \* 29182 = ~1050550 bytes.

In NDB 8.0, the minimum and default value for this parameter is 0 (zero).

• [StringMemory](#_bookmark109)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | % or bytes |
| Default | 25 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

This parameter determines how much memory is allocated for strings such as table names, and is specified in an [ndbd] or [ndbd default] section of the config.ini file. A value between 0 and 100 inclusive is interpreted as a percent of the maximum default value, which is calculated based on a number of factors including the number of tables, maximum table name size, maximum size of .FRM files, [MaxNoOfTriggers](#_bookmark181), maximum column name size, and maximum default column value.

A value greater than 100 is interpreted as a number of bytes.

The default value is 25—that is, 25 percent of the default maximum.

Under most circumstances, the default value should be sufficient, but when you have a great many NDB tables (1000 or more), it is possible to get Error 773 Out of string memory, please modify StringMemory config parameter: Permanent error: Schema error, in which case you should increase this value. 25 (25 percent) is not excessive, and should prevent this error from recurring in all but the most extreme conditions.

The following example illustrates how memory is used for a table. Consider this table definition:

CREATE TABLE example (

a INT NOT NULL,

b INT NOT NULL,

c INT NOT NULL,

PRIMARY KEY(a),

UNIQUE(b)

) ENGINE=NDBCLUSTER;

For each record, there are 12 bytes of data plus 12 bytes overhead. Having no nullable columns saves 4 bytes of overhead. In addition, we have two ordered indexes on columns a and b consuming roughly 10 bytes each per record. There is a primary key hash index on the base table using roughly 29 bytes per record. The unique constraint is implemented by a separate table with b as primary key and a as a column. This other table consumes an additional 29 bytes of index memory per record in the example table as well 8 bytes of record data plus 12 bytes of overhead.

Thus, for one million records, we need 58MB for index memory to handle the hash indexes for the primary key and the unique constraint. We also need 64MB for the records of the base table and the unique index table, plus the two ordered index tables.

You can see that hash indexes takes up a fair amount of memory space; however, they provide very fast access to the data in return. They are also used in NDB Cluster to handle uniqueness constraints.

Currently, the only partitioning algorithm is hashing and ordered indexes are local to each node. Thus, ordered indexes cannot be used to handle uniqueness constraints in the general case.

An important point for both [IndexMemory](#_bookmark132) and [DataMemory](#_bookmark108) is that the total database size is the sum of all data memory and all index memory for each node group. Each node group is used to store replicated information, so if there are four nodes with two fragment replicas, there are two node groups. Thus, the total data memory available is 2 × [DataMemory](#_bookmark108) for each data node.

It is highly recommended that [DataMemory](#_bookmark108) and [IndexMemory](#_bookmark132) be set to the same values for all nodes. Data distribution is even over all nodes in the cluster, so the maximum amount of space available for any node can be no greater than that of the smallest node in the cluster.

[DataMemory](#_bookmark108) can be changed, but decreasing it can be risky; doing so can easily lead to a node or even an entire NDB Cluster that is unable to restart due to there being insufficient memory space. Increasing these values should be acceptable, but it is recommended that such upgrades are performed in the same manner as a software upgrade, beginning with an update of the configuration file, and then restarting the management server followed by restarting each data node in turn.

**MinFreePct.** A proportion (5% by default) of data node resources including [DataMemory](#_bookmark108) is kept in reserve to insure that the data node does not exhaust its memory when performing a restart. This can be adjusted using the [MinFreePct](#_bookmark187) data node configuration parameter (default 5).

|  |  |
| --- | --- |
| Version (or later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 5 |
| Range | 0 - 100 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Updates do not increase the amount of index memory used. Inserts take effect immediately; however, rows are not actually deleted until the transaction is committed.

**Transaction** **parameters.** The next few [ndbd] parameters that we discuss are important because they affect the number of parallel transactions and the sizes of transactions that can be handled by the

system. [MaxNoOfConcurrentTransactions](#_bookmark97) sets the number of parallel transactions possible in a node. [MaxNoOfConcurrentOperations](#_bookmark95) sets the number of records that can be in update phase or locked simultaneously.

Both of these parameters (especially [MaxNoOfConcurrentOperations](#_bookmark95)) are likely targets for users setting specific values and not using the default value. The default value is set for systems using small transactions, to ensure that these do not use excessive memory.

[MaxDMLOperationsPerTransaction](#_bookmark93) sets the maximum number of DML operations that can be performed in a given transaction.

• [MaxNoOfConcurrentTransactions](#_bookmark97)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 4096 |
| Range | 32 - 4294967039 (0xFFFFFEFF) |
| Deprecated | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Each cluster data node requires a transaction record for each active transaction in the cluster. The task of coordinating transactions is distributed among all of the data nodes. The total number of transaction records in the cluster is the number of transactions in any given node times the number of nodes in the cluster.

Transaction records are allocated to individual MySQL servers. Each connection to a MySQL server requires at least one transaction record, plus an additional transaction object per table accessed by that connection. This means that a reasonable minimum for the total number of transactions in the cluster can be expressed as

TotalNoOfConcurrentTransactions =

(maximum number of tables accessed in any single transaction + 1)

\* number of SQL nodes

Suppose that there are 10 SQL nodes using the cluster. A single join involving 10 tables requires 11 transaction records; if there are 10 such joins in a transaction, then 10 \* 11 = 110 transaction records are required for this transaction, per MySQL server, or 110 \* 10 = 1100 transaction

records total. Each data node can be expected to handle TotalNoOfConcurrentTransactions / number of data nodes. For an NDB Cluster having 4 data nodes, this would mean setting MaxNoOfConcurrentTransactions on each data node to 1100 / 4 = 275. In addition, you should provide for failure recovery by ensuring that a single node group can accommodate all concurrent transactions; in other words, that each data node's MaxNoOfConcurrentTransactions is sufficient to cover a number of transactions equal to TotalNoOfConcurrentTransactions / number of node groups. If this cluster has a single node group, then MaxNoOfConcurrentTransactions should be set to 1100 (the same as the total number of concurrent transactions for the entire cluster).

In addition, each transaction involves at least one operation; for this reason, the value set for MaxNoOfConcurrentTransactions should always be no more than the value of [MaxNoOfConcurrentOperations](#_bookmark95).

This parameter must be set to the same value for all cluster data nodes. This is due to the fact that, when a data node fails, the oldest surviving node re-creates the transaction state of all transactions that were ongoing in the failed node.

It is possible to change this value using a rolling restart, but the amount of traffic on the cluster must be such that no more transactions occur than the lower of the old and new levels while this is taking place.

The default value is 4096.

• [MaxNoOfConcurrentOperations](#_bookmark95)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 32K |
| Range | 32 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

It is a good idea to adjust the value of this parameter according to the size and number of transactions. When performing transactions which involve only a few operations and records, the default value for this parameter is usually sufficient. Performing large transactions involving many records usually requires that you increase its value.

Records are kept for each transaction updating cluster data, both in the transaction coordinator and in the nodes where the actual updates are performed. These records contain state information needed to find UNDO records for rollback, lock queues, and other purposes.

This parameter should be set at a minimum to the number of records to be updated simultaneously in transactions, divided by the number of cluster data nodes. For example, in a cluster which has four data nodes and which is expected to handle one million concurrent updates using transactions, you should set this value to 1000000 / 4 = 250000. To help provide resiliency against failures, it is suggested that you set this parameter to a value that is high enough to permit an individual data node to handle the load for its node group. In other words, you should set the value equal to total number of concurrent operations / number of node groups. (In the case where there

is a single node group, this is the same as the total number of concurrent operations for the entire cluster.)

Because each transaction always involves at least one operation, the value of MaxNoOfConcurrentOperations should always be greater than or equal to the value of [MaxNoOfConcurrentTransactions](#_bookmark97).

Read queries which set locks also cause operation records to be created. Some extra space is allocated within individual nodes to accommodate cases where the distribution is not perfect over the nodes.

When queries make use of the unique hash index, there are actually two operation records used per record in the transaction. The first record represents the read in the index table and the second handles the operation on the base table.

The default value is 32768.

This parameter actually handles two values that can be configured separately. The first of these specifies how many operation records are to be placed with the transaction coordinator. The second part specifies how many operation records are to be local to the database.

A very large transaction performed on an eight-node cluster requires as many operation records in the transaction coordinator as there are reads, updates, and deletes involved in the transaction. However, the operation records of the are spread over all eight nodes. Thus, if it is necessary to configure the system for one very large transaction, it is a good idea to configure the two parts separately. [MaxNoOfConcurrentOperations](#_bookmark95) is always used to calculate the number of operation records in the transaction coordinator portion of the node.

It is also important to have an idea of the memory requirements for operation records. These consume about 1KB per record.

• [MaxNoOfLocalOperations](#_bookmark124)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | UNDEFINED |
| Range | 32 - 4294967039 (0xFFFFFEFF) |
| Deprecated | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

By default, this parameter is calculated as 1.1 × [MaxNoOfConcurrentOperations](#_bookmark95). This fits systems with many simultaneous transactions, none of them being very large. If there is a need to handle one very large transaction at a time and there are many nodes, it is a good idea to override the default value by explicitly specifying this parameter.

This parameter is deprecated in NDB 8.0, and is subject to removal in a future NDB Cluster release. In addition, this parameter is incompatible with the [TransactionMemory](#_bookmark111) parameter; if you try to set values for both parameters in the cluster configuration file (config.ini), the management server refuses to start.

• [MaxDMLOperationsPerTransaction](#_bookmark93)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | operations  (DML) |
| Default | 4294967295 |
| Range | 32 -  4294967295 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter limits the size of a transaction. The transaction is aborted if it requires more than this many DML operations.

The value of this parameter cannot exceed that set for [MaxNoOfConcurrentOperations](#_bookmark95).

**Transaction** **temporary** **storage.** The next set of [ndbd] parameters is used to determine temporary storage when executing a statement that is part of a Cluster transaction. All records are released when the statement is completed and the cluster is waiting for the commit or rollback.

The default values for these parameters are adequate for most situations. However, users with a need to support transactions involving large numbers of rows or operations may need to increase these values to enable better parallelism in the system, whereas users whose applications require relatively small transactions can decrease the values to save memory.

• [MaxNoOfConcurrentIndexOperations](#_bookmark94)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 8K |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Deprecated | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

For queries using a unique hash index, another temporary set of operation records is used during a query's execution phase. This parameter sets the size of that pool of records. Thus, this record is allocated only while executing a part of a query. As soon as this part has been executed, the record is released. The state needed to handle aborts and commits is handled by the normal operation records, where the pool size is set by the parameter [MaxNoOfConcurrentOperations](#_bookmark95).

The default value of this parameter is 8192. Only in rare cases of extremely high parallelism using unique hash indexes should it be necessary to increase this value. Using a smaller value is possible and can save memory if the DBA is certain that a high degree of parallelism is not required for the cluster.

This parameter is deprecated in NDB 8.0, and is subject to removal in a future NDB Cluster release. In addition, this parameter is incompatible with the [TransactionMemory](#_bookmark111) parameter; if you try to set

values for both parameters in the cluster configuration file (config.ini), the management server refuses to start.

• [MaxNoOfFiredTriggers](#_bookmark98)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 4000 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Deprecated | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

The default value of [MaxNoOfFiredTriggers](#_bookmark98) is 4000, which is sufficient for most situations. In some cases it can even be decreased if the DBA feels certain the need for parallelism in the cluster is not high.

A record is created when an operation is performed that affects a unique hash index. Inserting or deleting a record in a table with unique hash indexes or updating a column that is part of a unique hash index fires an insert or a delete in the index table. The resulting record is used to represent this index table operation while waiting for the original operation that fired it to complete. This operation is short-lived but can still require a large number of records in its pool for situations with many parallel write operations on a base table containing a set of unique hash indexes.

This parameter is deprecated in NDB 8.0, and is subject to removal in a future NDB Cluster release. In addition, this parameter is incompatible with the [TransactionMemory](#_bookmark111) parameter; if you try to set values for both parameters in the cluster configuration file (config.ini), the management server refuses to start.

• [TransactionBufferMemory](#_bookmark100)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 1M |
| Range | 1K - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

The memory affected by this parameter is used for tracking operations fired when updating index tables and reading unique indexes. This memory is used to store the key and column information for

these operations. It is only very rarely that the value for this parameter needs to be altered from the default.

The default value for [TransactionBufferMemory](#_bookmark100) is 1MB.

Normal read and write operations use a similar buffer, whose usage is even more short-lived. The compile-time parameter ZATTRBUF\_FILESIZE (found in ndb/src/kernel/blocks/ Dbtc/Dbtc.hpp) set to 4000 × 128 bytes (500KB). A similar buffer for key information, ZDATABUF\_FILESIZE (also in Dbtc.hpp) contains 4000 × 16 = 62.5KB of buffer space. Dbtc is the module that handles transaction coordination.

**Transaction** **resource** **allocation** **parameters.** The parameters in the following list are used to allocate transaction resources in the transaction coordinator ([DBTC](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-kernel-blocks-dbtc.html)). Leaving any one of these set to the default (0) dedicates transaction memory for 25% of estimated total data node usage for the corresponding resource. The actual maximum possible values for these parameters are typically limited by the amount of memory available to the data node; setting them has no impact on the total amount of memory allocated to the data node. In addition, you should keep in mind that they control numbers of reserved internal records for the data node independent of any settings for [MaxDMLOperationsPerTransaction](#_bookmark93),

[MaxNoOfConcurrentIndexOperations](#_bookmark94), [MaxNoOfConcurrentOperations](#_bookmark95), [MaxNoOfConcurrentScans](#_bookmark96), [MaxNoOfConcurrentTransactions](#_bookmark97), [MaxNoOfFiredTriggers](#_bookmark98), [MaxNoOfLocalScans](#_bookmark99), or [TransactionBufferMemory](#_bookmark100) (see [Transaction](#_bookmark236)parameters and [Transaction temporary storage](#_bookmark237)).

• [ReservedConcurrentIndexOperations](#_bookmark101)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.16 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.16 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Number of simultaneous index operations having dedicated resources on one data node.

[ReservedConcurrentOperations](#_bookmark102)

•

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.16 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.16 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Number of simultaneous operations having dedicated resources in transaction coordinators on one data node.

• [ReservedConcurrentScans](#_bookmark103)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.16 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.16 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Number of simultaneous scans having dedicated resources on one data node.

• [ReservedConcurrentTransactions](#_bookmark104)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.16 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.16 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Number of simultaneous transactions having dedicated resources on one data node.

• [ReservedFiredTriggers](#_bookmark105)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.16 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.16 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart |
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|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

Number of triggers that have dedicated resources on one ndbd(DB) node.

• [ReservedLocalScans](#_bookmark106)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.16 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.16 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Number of simultaneous fragment scans having dedicated resources on one data node.

• [ReservedTransactionBufferMemory](#_bookmark107)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.16 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.16 |
| Deprecated | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Dynamic buffer space (in bytes) for key and attribute data allocated to each data node.

• [TransactionMemory](#_bookmark111)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.19 |
| Type or units | bytes |
| Default | 0 |
| Range | 0 - 16384G |
| Added | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart |

|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

This parameter determines the memory (in bytes) allocated for transactions on each data node. Setting of transaction memory can be handled in any one of the three ways listed here:

• A number of configuration parameters are incompatible with TransactionMemory. If any of these are set, transaction memory is calculated as it was previous to NDB 8.0. You

should be aware that it is not possible to set any of these parameters concurrently with TransactionMemory; if you attempt to do so, the management server is unable to start (see [Parameters incompatible with TransactionMemory](#_bookmark112)).

• If TransactionMemory is set, this value is used for determining transaction memory.

• If neither any incompatible parameters are set nor TransactionMemory is set, transaction memory is set by NDB to 10% of the value of the [DataMemory](#_bookmark108) configuration parameter.

**Parameters** **incompatible** **with** **TransactionMemory.** The following parameters cannot be used concurrently with TransactionMemory and are deprecated in NDB 8.0:

• [MaxNoOfConcurrentIndexOperations](#_bookmark94)

• [MaxNoOfFiredTriggers](#_bookmark98)

• [MaxNoOfLocalOperations](#_bookmark124)

• [MaxNoOfLocalScans](#_bookmark99)

Explicitly setting any of the parameters just listed when TransactionMemory has also been set in the cluster configuration file (config.ini) keeps the management node from starting.

For more information regarding resource allocation in NDB Cluster data nodes, see Section 23.4.3.13, “Data Node Memory Management” .

**Scans** **and** **buffering.** There are additional [ndbd] parameters in the Dblqh module (in

ndb/src/kernel/blocks/Dblqh/Dblqh.hpp) that affect reads and updates. These include ZATTRINBUF\_FILESIZE, set by default to 10000 × 128 bytes (1250KB) and ZDATABUF\_FILE\_SIZE, set by default to 10000\*16 bytes (roughly 156KB) of buffer space. To date, there have been neither any reports from users nor any results from our own extensive tests suggesting that either of these compile- time limits should be increased.

• [BatchSizePerLocalScan](#_bookmark122)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 256 |
| Range | 1 - 992 |
| Deprecated | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter is used to calculate operations.

the number of lock records used to handle concurrent scan

BatchSizePerLocalScan has a strong connection to the BatchSize defined in the SQL nodes. Deprecated in NDB 8.0.

• [LongMessageBuffer](#_bookmark167)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 64M |
| Range | 512K - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This is an internal buffer used for passing messages within individual nodes and between nodes. The default is 64MB.

This parameter seldom needs to be changed from the default.

• [MaxFKBuildBatchSize](#_bookmark173)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 64 |
| Range | 16 - 512 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Maximum scan batch size used for building foreign keys. Increasing the value set for this parameter may speed up building of foreign key builds at the expense of greater impact to ongoing traffic.

• [MaxNoOfConcurrentScans](#_bookmark96)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 256 |
| Range | 2 - 500 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart |

MaxNoOfConcurrentScans

|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

This parameter is used to control the number of parallel scans that can be performed in the cluster. Each transaction coordinator can handle the number of parallel scans defined for this parameter. Each scan query is performed by scanning all partitions in parallel. Each partition scan uses a scan record in the node where the partition is located, the number of records being the value of this parameter times the number of nodes. The cluster should be able to sustain [MaxNoOfConcurrentScans](#_bookmark96) scans concurrently from all nodes in the cluster.

Scans are actually performed in two cases. The first of these cases occurs when no hash or ordered indexes exists to handle the query, in which case the query is executed by performing a full table scan. The second case is encountered when there is no hash index to support the query but there is an ordered index. Using the ordered index means executing a parallel range scan. The order is kept on the local partitions only, so it is necessary to perform the index scan on all partitions.

The default value of [MaxNoOfConcurrentScans](#_bookmark96) is 256. The maximum value is 500.

• [MaxNoOfLocalScans](#_bookmark99)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 4 \*  \* [# of data  nodes] + 2 |
| Range | 32 - 4294967039 (0xFFFFFEFF) |
| Deprecated | NDB 8.0.19 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Specifies the number of local scan records if many scans are not fully parallelized. When the number of local scan records is not provided, it is calculated as shown here:

4 \* [MaxNoOfConcurrentScans](#_bookmark96) \* [# data nodes] + 2

This parameter is deprecated in NDB 8.0, and is subject to removal in a future NDB Cluster release. In addition, this parameter is incompatible with the [TransactionMemory](#_bookmark111) parameter; if you try to set values for both parameters in the cluster configuration file (config.ini), the management server refuses to start.

• [MaxParallelCopyInstances](#_bookmark182)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 0 |
| Range | 0 - 64 |
| Restart Type | **Node** **Restart:**  Requires a |

|  |  |
| --- | --- |
|  | rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter sets the parallelization used in the copy phase of a node restart or system restart, when a node that is currently just starting is synchronised with a node that already has current data by copying over any changed records from the node that is up to date. Because full parallelism in such cases can lead to overload situations, MaxParallelCopyInstances provides a means to decrease it. This parameter's default value 0. This value means that the effective parallelism is equal to the number of LDM instances in the node just starting as well as the node updating it.

• [MaxParallelScansPerFragment](#_bookmark183)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 256 |
| Range | 1 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

It is possible to configure the maximum number of parallel scans ([TUP](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-kernel-blocks-dbtup.html) scans and [TUX](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-kernel-blocks-dbtux.html) scans) allowed before they begin queuing for serial handling. You can increase this to take advantage of any unused CPU when performing large number of scans in parallel and improve their performance.

• [MaxReorgBuildBatchSize](#_bookmark184)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 64 |
| Range | 16 - 512 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Maximum scan batch size used for reorganization of table partitions. Increasing the value set for this parameter may speed up reorganization at the expense of greater impact to ongoing traffic.

• [MaxUIBuildBatchSize](#_bookmark185)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 64 |
| Range | 16 - 512 |

|  |  |
| --- | --- |
|  | rolling restart  of the cluster.  (NDB 8.0. 13) |

Maximum scan batch size used for building unique keys. Increasing the value set for this parameter may speed up such builds at the expense of greater impact to ongoing traffic.

**Memory** **Allocation**

[MaxAllocate](#_bookmark123)

|  |  |
| --- | --- |
| Version (or later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 32M |
| Range | 1M - 1G |
| Deprecated | NDB 8.0.27 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter was used in older versions of NDB Cluster, but has no effect in NDB 8.0. It is deprecated as of NDB 8.0.27, and subject to removal in a future release.

**Multiple** **Transporters**

Beginning with version 8.0.20, NDB allocates multiple transporters for communication between pairs of data nodes. The number of transporters so allocated can be influenced by setting an appropriate value for the NodeGroupTransporters parameter introduced in that release.

[NodeGroupTransporters](#_bookmark113)

|  |  |
| --- | --- |
| Version (or later) | NDB 8.0.20 |
| Type or units | integer |
| Default | 0 |
| Range | 0 - 32 |
| Added | NDB 8.0.20 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter determines the number of transporters used between nodes in the same node group. The default value (0) means that the number of transporters used is the same as the number of LDMs in the node. This should be sufficient for most use cases; thus it should seldom be necessary to change this value from its default.

Setting NodeGroupTransporters to a number greater than the number of LDM threads or the number of TC threads, whichever is higher, causes NDB to use the maximum of these two numbers of threads. This means that a value greater than this is effectively ignored.

**Hash** **Map** **Size**

[DefaultHashMapSize](#_bookmark153)

|  |  |
| --- | --- |
| Version (or later) | NDB 8.0.13 |
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|  |  |
| --- | --- |
| Type or units | LDM threads |
| Default | 240 |
| Range | 0 - 3840 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

The original intended use for this parameter was to facilitate upgrades and especially downgrades to and from very old releases with differing default hash map sizes. This is not an issue when upgrading from NDB Cluster 7.3 (or later) to later versions.

Decreasing this parameter online after any tables have been created or modified with DefaultHashMapSize equal to 3840 is not currently supported.

**Logging** **and** **checkpointing.** The following [ndbd] parameters control log and checkpoint

behavior.

• [FragmentLogFileSize](#_bookmark159)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 16M |
| Range | 4M - 1G |
| Restart Type | **Initial** **Node**  **Restart:**  Requires a  rolling restart  of the cluster; each data node must be restarted with --initial. (NDB 8.0. 13) |

Setting this parameter enables you to control directly the size of redo log files. This can be useful in situations when NDB Cluster is operating under a high load and it is unable to close fragment log files quickly enough before attempting to open new ones (only 2 fragment log files can be open at one time); increasing the size of the fragment log files gives the cluster more time before having to open each new fragment log file. The default value for this parameter is 16M.

For more information about fragment log files, see the description for [NoOfFragmentLogFiles](#_bookmark190).

• [InitialNoOfOpenFiles](#_bookmark163)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | files |
| Default | 27 |
| Range | 20 - 4294967039 (0xFFFFFEFF) |

|  |  |
| --- | --- |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter sets the initial number of internal threads to allocate for open files. The default value is 27.

• [InitFragmentLogFiles](#_bookmark162)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | [see values] |
| Default | SPARSE |
| Range | SPARSE, FULL |
| Restart Type | **Initial** **Node**  **Restart:**  Requires a  rolling restart  of the cluster; each data node must be restarted with --initial. (NDB 8.0. 13) |

By default, fragment log files are created sparsely when performing an initial start of a data node—that is, depending on the operating system and file system in use, not all bytes are necessarily written to disk. However, it is possible to override this behavior and force all bytes to be written, regardless of the platform and file system type being used, by means of this parameter. [InitFragmentLogFiles](#_bookmark162) takes either of two values:

• SPARSE. Fragment log files are created sparsely. This is the default value.

• FULL. Force all bytes of the fragment log file to be written to disk.

Depending on your operating system and file system, setting InitFragmentLogFiles=FULL may help eliminate I/O errors on writes to the redo log.

• [EnablePartialLcp](#_bookmark83)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | true |
| Range | ... |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart |

|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

When true, enable partial local checkpoints: This means that each LCP records only part of the full database, plus any records containing rows changed since the last LCP; if no rows have changed, the LCP updates only the LCP control file and does not update any data files.

If EnablePartialLcp is disabled (false), each LCP uses only a single file and writes a full checkpoint; this requires the least amount of disk space for LCPs, but increases the write load for each LCP. The default value is enabled (true). The proportion of space used by partial LCPS can be modified by the setting for the [RecoveryWork](#_bookmark84) configuration parameter.

For more information about files and directories used for full and partial LCPs, see [NDB Cluster Data](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-ndbd-filesystemdir-files.html) [Node File System Directory](https://dev.mysql.com/doc/ndb-internals/en/ndb-internals-ndbd-filesystemdir-files.html).

Setting this parameter to false also disables the calculation of disk write speed used by the adaptive LCP control mechanism.

• [LcpScanProgressTimeout](#_bookmark110)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | second |
| Default | 60 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Version (or  later) | NDB 8.0.19 |
| Type or units | second |
| Default | 180 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

A local checkpoint fragment scan watchdog checks periodically for no progress in each fragment scan performed as part of a local checkpoint, and shuts down the node if there is no progress after a given amount of time has elapsed. This interval can be set using the [LcpScanProgressTimeout](#_bookmark110) data node configuration parameter, which sets the maximum time for which the local checkpoint can be stalled before the LCP fragment scan watchdog shuts down the node.

The default value is 60 seconds (providing compatibility with previous releases). Setting this parameter to 0 disables the LCP fragment scan watchdog altogether.

• [MaxNoOfOpenFiles](#_bookmark177)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 0 |

|  |  |
| --- | --- |
| Range | 20 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter sets a ceiling on how many internal threads to allocate for open files. *Any* *situation* *requiring* *a* *change* *in* *this* *parameter* *should* *be* *reported* *as* *a* *bug*.

The default value is 0. However, the minimum value to which this parameter can be set is 20.

• [MaxNoOfSavedMessages](#_bookmark178)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 25 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter sets the maximum number of errors written in the error log as well as the maximum number of trace files that are kept before overwriting the existing ones. Trace files are generated when, for whatever reason, the node crashes.

The default is 25, which sets these maximums to 25 error messages and 25 trace files.

• [MaxLCPStartDelay](#_bookmark174)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | seconds |
| Default | 0 |
| Range | 0 - 600 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

In parallel data node recovery, only table data is actually copied and synchronized in parallel; synchronization of metadata such as dictionary and checkpoint information is done in a serial fashion. In addition, recovery of dictionary and checkpoint information cannot be executed in parallel with performing of local checkpoints. This means that, when starting or restarting many data nodes

concurrently, data nodes may be forced to wait while a local checkpoint is performed, which can result in longer node recovery times.

It is possible to force a delay in the local checkpoint to permit more (and possibly all) data nodes to complete metadata synchronization; once each data node's metadata synchronization is complete, all of the data nodes can recover table data in parallel, even while the local checkpoint is being executed. To force such a delay, set [MaxLCPStartDelay](#_bookmark174), which determines the number of seconds the cluster can wait to begin a local checkpoint while data nodes continue to synchronize metadata. This parameter should be set in the [ndbd default] section of the config.ini file, so that it is the same for all data nodes. The maximum value is 600; the default is 0.

• [NoOfFragmentLogFiles](#_bookmark190)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 16 |
| Range | 3 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Initial** **Node**  **Restart:**  Requires a  rolling restart  of the cluster; each data node must be restarted with --initial. (NDB 8.0. 13) |

This parameter sets the number of REDO log files for the node, and thus the amount of space allocated to REDO logging. Because the REDO log files are organized in a ring, it is extremely important that the first and last log files in the set (sometimes referred to as the “head” and “tail” log files, respectively) do not meet. When these approach one another too closely, the node begins aborting all transactions encompassing updates due to a lack of room for new log records.

A REDO log record is not removed until both required local checkpoints have been completed since that log record was inserted. Checkpointing frequency is determined by its own set of configuration parameters discussed elsewhere in this chapter.

The default parameter value is 16, which by default means 16 sets of 4 16MB files for a total of 1024MB. The size of the individual log files is configurable using the [FragmentLogFileSize](#_bookmark159) parameter. In scenarios requiring a great many updates, the value for [NoOfFragmentLogFiles](#_bookmark190) may need to be set as high as 300 or even higher to provide sufficient space for REDO logs.

If the checkpointing is slow and there are so many writes to the database that the log files are full and the log tail cannot be cut without jeopardizing recovery, all updating transactions are aborted with internal error code 410 (Out of log file space temporarily). This condition prevails until a checkpoint has completed and the log tail can be moved forward.

|  |  |  |
| --- | --- | --- |
| • [RecoveryWork](#_bookmark84) |  | **Important**  This parameter cannot be changed “on the fly”; you must restart the node using --initial. If you wish to change this value for all data nodes in a running cluster, you can do so using a rolling node restart (using --initial when starting each data node). |

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 60 |
| Range | 25 - 100 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Percentage of storage overhead for LCP files. This parameter has an effect only when [EnablePartialLcp](#_bookmark83) is true, that is, only when partial local checkpoints are enabled. A higher value means:

• Fewer records are written for each LCP, LCPs use more space

• More work is needed during restarts A lower value for RecoveryWork means:

• More records are written during each LCP, but LCPs require less space on disk.

• Less work during restart and thus faster restarts, at the expense of more work during normal operations

For example, setting RecoveryWork to 60 means that the total size of an LCP is roughly 1 + 0.6 = 1.6 times the size of the data to be checkpointed. This means that 60% more work is required during the restore phase of a restart compared to the work done during a restart that uses full checkpoints. (This is more than compensated for during other phases of the restart such that the restart as a whole is still faster when using partial LCPs than when using full LCPs.) In order not to fill up the redo log, it is necessary to write at 1 + (1 / RecoveryWork) times the rate of data changes during checkpoints—thus, when RecoveryWork = 60, it is necessary to write at approximately 1 + (1 / 0.6 ) = 2.67 times the change rate. In other words, if changes are being written at 10 MByte per second, the checkpoint needs to be written at roughly 26.7 MByte per second.

Setting RecoveryWork = 40 means that only 1.4 times the total LCP size is needed (and thus the restore phase takes 10 to 15 percent less time. In this case, the checkpoint write rate is 3.5 times the rate of change.

The NDB source distribution includes a test program for simulating LCPs. lcp\_simulator.cc can be found in storage/ndb/src/kernel/blocks/backup/. To compile and run it on Unix platforms, execute the commands shown here:

$> **gcc** **lcp\_simulator** **.cc**

$> **./a** **.out**

This program has no dependencies other than stdio.h, and does not require a connection to an NDB cluster or a MySQL server. By default, it simulates 300 LCPs (three sets of 100 LCPs, each consisting of inserts, updates, and deletes, in turn), reporting the size of the LCP after each one. You can alter the simulation by changing the values of recovery\_work, insert\_work, and delete\_work in the source and recompiling. For more information, see the source of the program.

• [InsertRecoveryWork](#_bookmark164)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
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|  |  |
| --- | --- |
| Type or units | integer |
| Default | 40 |
| Range | 0 - 70 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Percentage of [RecoveryWork](#_bookmark84) used for inserted rows. A higher value increases the number of writes during a local checkpoint, and decreases the total size of the LCP. A lower value decreases the number of writes during an LCP, but results in more space being used for the LCP, which means that recovery takes longer. This parameter has an effect only when [EnablePartialLcp](#_bookmark83) is true, that is, only when partial local checkpoints are enabled.

• [EnableRedoControl](#_bookmark156)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | false |
| Range | ... |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Enable adaptive checkpointing speed for controlling redo log usage. Set to false to disable (the default). Setting [EnablePartialLcp](#_bookmark83) to false also disables the adaptive calculation.

When enabled, EnableRedoControl allows the data nodes greater flexibility with regard to the rate at which they write LCPs to disk. More specifically, enabling this parameter means that higher write rates can be employed, so that LCPs can complete and Redo logs be trimmed more quickly, thereby reducing recovery time and disk space requirements. This functionality allows data nodes to make better use of the higher rate of I/O and greater bandwidth available from modern solid- state storage devices and protocols, such as solid-state drives (SSDs) using Non-Volatile Memory Express (NVMe).

The parameter currently defaults to false (disabled) due to the fact that NDB is still deployed widely on systems whose I/O or bandwidth is constrained relative to those employing solid-state technology, such as those using conventional hard disks (HDDs). In settings such as these, the EnableRedoControl mechanism can easily cause the I/O subsystem to become saturated, increasing wait times for data node input and output. In particular, this can cause issues with NDB Disk Data tables which have tablespaces or log file groups sharing a constrained IO subsystem with data node LCP and redo log files; such problems potentially include node or cluster failure due to GCP stop errors.

**Metadata** **objects.** The next set of [ndbd] parameters defines pool sizes for metadata objects, used to define the maximum number of attributes, tables, indexes, and trigger objects used by indexes, events, and replication between clusters.

**Note**

These act merely as “suggestions” to the cluster, and any that are not specified revert to the default values shown.

• [MaxNoOfAttributes](#_bookmark175)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 1000 |
| Range | 32 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter sets a suggested maximum number of attributes that can be defined in the cluster; like [MaxNoOfTables](#_bookmark145), it is not intended to function as a hard upper limit.

(In older NDB Cluster releases, this parameter was sometimes treated as a hard limit for certain operations. This caused problems with NDB Cluster Replication, when it was possible to create more tables than could be replicated, and sometimes led to confusion when it was possible [or not possible, depending on the circumstances] to create more than MaxNoOfAttributes attributes.)

The default value is 1000, with the minimum possible value being 32. The maximum is 4294967039. Each attribute consumes around 200 bytes of storage per node due to the fact that all metadata is fully replicated on the servers.

When setting [MaxNoOfAttributes](#_bookmark175), it is important to prepare in advance for any ALTER TABLE statements that you might want to perform in the future. This is due to the fact, during the execution of ALTER TABLE on a Cluster table, 3 times the number of attributes as in the original table are used, and a good practice is to permit double this amount. For example, if the NDB Cluster table having the greatest number of attributes (*greatest\_number\_of\_attributes*) has 100 attributes, a good starting point for the value of [MaxNoOfAttributes](#_bookmark175) would be 6 \* *greatest\_number\_of\_attributes* = 600.

You should also estimate the average number of attributes per table and multiply this by [MaxNoOfTables](#_bookmark145). If this value is larger than the value obtained in the previous paragraph, you should use the larger value instead.

Assuming that you can create all desired tables without any problems, you should also verify that this number is sufficient by trying an actual ALTER TABLE after configuring the parameter. If this is not successful, increase [MaxNoOfAttributes](#_bookmark175) by another multiple of [MaxNoOfTables](#_bookmark145) and test it again.

• [MaxNoOfTables](#_bookmark145)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 128 |
| Range | 8 - 20320 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |
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A table object is allocated for each table and for each unique hash index in the cluster. This parameter sets a suggested maximum number of table objects for the cluster as a whole; like [MaxNoOfAttributes](#_bookmark175), it is not intended to function as a hard upper limit.

(In older NDB Cluster releases, this parameter was sometimes treated as a hard limit for certain operations. This caused problems with NDB Cluster Replication, when it was possible to create more tables than could be replicated, and sometimes led to confusion when it was possible [or not possible, depending on the circumstances] to create more than MaxNoOfTables tables.)

For each attribute that has a BLOB data type an extra table is used to store most of the BLOB data. These tables also must be taken into account when defining the total number of tables.

The default value of this parameter is 128. The minimum is 8 and the maximum is 20320. Each table object consumes approximately 20KB per node.

**Note**

The sum of [MaxNoOfTables](#_bookmark145), [MaxNoOfOrderedIndexes](#_bookmark133), and [MaxNoOfUniqueHashIndexes](#_bookmark146) must not exceed 232 − 2 (4294967294).

• [MaxNoOfOrderedIndexes](#_bookmark133)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 128 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

For each ordered index in the cluster, an object is allocated describing what is being indexed and its storage segments. By default, each index so defined also defines an ordered index. Each unique index and primary key has both an ordered index and a hash index. [MaxNoOfOrderedIndexes](#_bookmark133) sets the total number of ordered indexes that can be in use in the system at any one time.

The default value of this parameter is 128. Each index object consumes approximately 10KB of data per node.

**Note**

The sum of [MaxNoOfTables](#_bookmark145), [MaxNoOfOrderedIndexes](#_bookmark133), and [MaxNoOfUniqueHashIndexes](#_bookmark146) must not exceed 232 − 2 (4294967294).

• [MaxNoOfUniqueHashIndexes](#_bookmark146)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 64 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
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|  |  |
| --- | --- |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

For each unique index that is not a primary key, a special table is allocated that maps the unique key to the primary key of the indexed table. By default, an ordered index is also defined for each unique index. To prevent this, you must specify the USING HASH option when defining the unique index.

The default value is 64. Each index consumes approximately 15KB per node.

**Note**

The sum of [MaxNoOfTables](#_bookmark145), [MaxNoOfOrderedIndexes](#_bookmark133), and [MaxNoOfUniqueHashIndexes](#_bookmark146) must not exceed 232 − 2 (4294967294).

• [MaxNoOfTriggers](#_bookmark181)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 768 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Internal update, insert, and delete triggers are allocated for each unique hash index. (This means that three triggers are created for each unique hash index.) However, an *ordered* index requires only a single trigger object. Backups also use three trigger objects for each normal table in the cluster.

Replication between clusters also makes use of internal triggers.

This parameter sets the maximum number of trigger objects in the cluster.

The default value is 768.

• [MaxNoOfSubscriptions](#_bookmark180)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart |

|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

Each [NDB](#_bookmark58) table in an NDB Cluster requires a subscription in the NDB kernel. For some NDB API applications, it may be necessary or desirable to change this parameter. However, for normal usage with MySQL servers acting as SQL nodes, there is not any need to do so.

The default value for [MaxNoOfSubscriptions](#_bookmark180) is 0, which is treated as equal to [MaxNoOfTables](#_bookmark145). Each subscription consumes 108 bytes.

• [MaxNoOfSubscribers](#_bookmark179)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter is of interest only when using NDB Cluster Replication. The default value is 0. Prior to NDB 8.0.26, this was treated as 2 \* MaxNoOfTables; beginning with NDB 8.0.26, it is treated as 2 \* MaxNoOfTables + 2 \* [number of API nodes]. There is one subscription per [NDB](#_bookmark58) table for each of two MySQL servers (one acting as the replication source and the other as the replica). Each subscriber uses 16 bytes of memory.

When using circular replication, multi-source replication, and other replication setups involving more than 2 MySQL servers, you should increase this parameter to the number of mysqld processes included in replication (this is often, but not always, the same as the number of clusters). For example, if you have a circular replication setup using three NDB Clusters, with one mysqld attached to each cluster, and each of these mysqld processes acts as a source and as a replica, you should set [MaxNoOfSubscribers](#_bookmark179) equal to 3 \* MaxNoOfTables.

For more information, see Section 23.7, “NDB Cluster Replication” .

• [MaxNoOfConcurrentSubOperations](#_bookmark176)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 256 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter sets a ceiling on the number of operations that can be performed by all API nodes

in the cluster at one time. The default value is sufficient for normal operations, and might need
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**Boolean** **parameters.** The behavior of data nodes is also affected by a set of [ndbd] parameters taking on boolean values. These parameters can each be specified as TRUE by setting them equal to 1 or Y, and as FALSE by setting them equal to 0 or N.

• [CompressedLCP](#_bookmark150)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | false |
| Range | true, false |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Setting this parameter to 1 causes local checkpoint files to be compressed. The compression used is equivalent to gzip --fast, and can save 50% or more of the space required on the data node to store uncompressed checkpoint files. Compressed LCPs can be enabled for individual data nodes, or for all data nodes (by setting this parameter in the [ndbd default] section of the config.ini file).

**Important**

You cannot restore a compressed local checkpoint to a cluster running a MySQL version that does not support this feature.

The default value is 0 (disabled).

Prior to NDB 8.0.29, this parameter had no effect on Windows platforms (BUG#106075, BUG#33727690).

• [CrashOnCorruptedTuple](#_bookmark152)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | true |
| Range | true, false |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

When this parameter is enabled (the default), it forces a data node to shut down whenever it encounters a corrupted tuple.

• [Diskless](#_bookmark154)
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|  |  |
| --- | --- |
| Type or units | true|false (1|0) |
| Default | false |
| Range | true, false |
| Restart Type | **Initial** **System** **Restart:**  Requires a complete shutdown of the cluster, wiping and restoring the cluster file system from a backup, and then restarting the cluster. (NDB 8.0.13) |

It is possible to specify NDB Cluster tables as *diskless*, meaning that tables are not checkpointed to disk and that no logging occurs. Such tables exist only in main memory. A consequence of using diskless tables is that neither the tables nor the records in those tables survive a crash. However, when operating in diskless mode, it is possible to run ndbd on a diskless computer.

**Important**

This feature causes the *entire* cluster to operate in diskless mode.

When this feature is enabled, NDB Cluster online backup is disabled. In addition, a partial start of the cluster is not possible.

[Diskless](#_bookmark154) is disabled by default.

• [EncryptedFileSystem](#_bookmark114)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 0 |
| Range | 0 - 1 |
| Added | NDB 8.0.29 |
| Restart Type | **Initial** **Node**  **Restart:**  Requires a  rolling restart  of the cluster; each data node must be restarted with |

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAABhCAYAAAAa/7uUAAAAS0lEQVRIie3OMQ2AQBQD0HcEFxhgwAMimNCICsSgAwzcX4+lTTq9NGnDiU2RC2+vU7WA4E8448Fd4YJ94KFgMBgMBoPBwdhwYO3hBx9RCmilsKkoAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAoCAYAAACFFRgXAAAFhUlEQVRYhcWYX0hUaRjG3zPNOOyKf5KamoSY0JqNdWhhSS2ztaB0ccnahDVaiDVoiVpSaPPGm41YSjeUVi9ctgu3NSJs3YIUIQLRLmZ1E4QNy0GlJHUntdIZG8eZZy/0O/u9Z/5Zjc4L52LO+3zP+zvv+c75vjMKRTkAJBHRBiIyEtEsET1RFAXRrvPeAWAjgGYERheAT2PNxwLAdwBcQWBF+AH8DECJNSsB+DwMqDZOxhr2QwDPBI3X60VFRQWsVissFgvKysrgdrtl4BkAG2IJXKnec78fR48eBRGxo6CgAD6fT4b+LVaw6xc7BgC4fft2AKw4rl69qp0aO2IB/IuoPjc3B6vVGhLYZDLh1atXMnA3AN1KwtoAqPe5rq6OAW7ZsgW7du1i586ePavtculKAreLqi9fvsSaNWsYXEtLC3p7e6HT6dRzBoMBjx8/loHHsbDILDtsgVz13LlzDDY3N1fNnThxguUKCwu1Xf5puWH1AP4R1YaGhmA0GlUgRVFgt9tVGqfTieTkZAbd2toqA3sBfLScwN/K1Y4cOcJgSkpKtB1EbW1twPz2eDyypA3LsQICSFycdwAAu93OQIxGI4aGhgKAvV4vtm7dyrSXL1/Wyr5YDuAfhbvf70dOTk6kt4Aa7e3tTJuYmIixsTFZMgDAGE3YjQBmhXtzczMDSElJwdTUVEhgADhw4AAbc/z4ca2kIprAvwtXj8eDtLQ0Vrympkat6nQ6cf78efWYn58HADgcDsTFxbEHtKenRwaeBmCOBmym7FpTU8Ng09LS2EM0ODio5nQ6Hfx+//8trKhgY3NyclgeQOP7wioAOoXbxMQEVq9ezYrevHmT3dfx8XE1l5CQwHLT09Mwm81sfFNTk3ZqZL0P8JeyU3l5OSuWnZ2tLQaXy6XmzWZzQL6xsZF5pKamYmZmRpb8hXfZZwCIA+AQLg6HAwaDgRV78OBBAJDf78fiNxzS09OD5rOysphPZWWlVvbNuwCXyw7FxcWsSHFxcQCMiPj4eBARtm3bFjRvt9vVi6LFd/jg4KAsGQOQ+DawKQAmxeiuri4GazAYMDAwEBLYZDKBiLBz586QmmPHjjHPw4cPayXVbwNcK0YFu4VnzpwJCQIAmzZtAhFh3759ITWjo6NISEhgvvfv35clcwCsS4HdjIVNCQDgxo0bzDQ5ORkvXrwIC2yz2UBEOHToUFjdxYsXmXdGRga8Xq8saV0K8B9CPTs7C4vFwkyrq6vDQgDAhQsXUFpaioaGhrA6j8eD9PR05l9fX6+VFYaD/UxWVlVVMTOLxYI3b95EBH7+/Dnu3buHycnJiNo7d+4ELPMTExOy5AmAuGCwOgDqWul0OpGUlMTMrl+/HhFgeHhYXRwyMjK033JBY//+/azOqVOntJLvgwF/LStOnz7NTLZv365dRoOGds53d3dHHPPo0SPo9Xq2pPf19WllhTIs+0Okv7+fGRAROjo6IhYGgKdPn6odttlseP369ZLGlZWVsXp79+4NaJAMzDazRUVFbHBRUdGSiooYGRlBW1ubdi6GjampKaxdu5bVvXXrllb2sfhOGxVnOjs72SC9Xo/+/v63An7XaGhoCHjINa+5X/VE9AERrRfdbmpqYnPbZDLRlStXQr5Zohk+n49WrVpFPp+PiIiGh4fp4cOHlJmZKSQbCADbA2qnQ6yPa9euyXitAdu4HTtW/m+vcLFnzx75J8Qm/W9xCS6XC7t37455Z4kIly5d0k7zkwoREYCDRNQiLsPtdtPdu3epo6OD3G53dFu2hFi3bh3l5+dTXl6efHqEiDYTEYkuR17GYhv57Kqw8PDVA5iPMZg2ngH4SnAG/EWEhT3oD0T0CRGlBNOsQHiJ6F8i+pOIqhRFUeflf8Y4ylNt10ttAAAAAElFTkSuQmCC)

|  |  |
| --- | --- |
|  | --initial.  (NDB 8.0.13) |

Encrypt LCP and tablespace files, including undo logs and redo logs. Disabled by default ( 0); set to 1 to enable.

**Important**

When file system encryption is enabled, you must supply a password to each data node when starting it, using one of the options --filesystem- password or --filesystem-password-from-stdin. Otherwise, the data node cannot start.

For more information, see Section 23.6.14, “File System Encryption for NDB Cluster” .

• [LateAlloc](#_bookmark165)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | numeric |
| Default | 1 |
| Range | 0 - 1 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Allocate memory for this data node after a connection to the management server has been established. Enabled by default.

• [LockPagesInMainMemory](#_bookmark166)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 2 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

For a number of operating systems, including Solaris and Linux, it is possible to lock a process into memory and so avoid any swapping to disk. This can be used to help guarantee the cluster's real- time characteristics.

This parameter takes one of the integer values 0, 1, or 2, which act as shown in the following list:

• 0: Disables locking. This is the default value.

• 1: Performs the lock after allocating memory for the process.

• 2: Performs the lock before memory for the process is allocated.

If the operating system is not configured to permit unprivileged users to lock pages, then

the data node process making use of this parameter may have to be run as system root. ([LockPagesInMainMemory](#_bookmark166) uses the mlockall function. From Linux kernel 2.6.9, unprivileged users can lock memory as limited by max locked memory. For more information, see ulimit -l and <http://linux.die.net/man/2/mlock>).
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• [ODirect](#_bookmark191)
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**Note**

In older NDB Cluster releases, this parameter was a Boolean. 0 or false was the default setting, and disabled locking. 1 or true enabled locking of the process after its memory was allocated. NDB Cluster 8.0 treats true or false for the value of this parameter as an error.

**Important**

Beginning with glibc 2.10, glibc uses per-thread arenas to reduce lock contention on a shared pool, which consumes real memory. In general, a data node process does not need per-thread arenas, since it does not perform any memory allocation after startup. (This difference in allocators does not appear to affect performance significantly.)

The glibc behavior is intended to be configurable via the MALLOC\_ARENA\_MAX environment variable, but a bug in this mechanism prior to glibc 2.16 meant that this variable could not be set to less than 8, so that the wasted memory could not be reclaimed. (Bug #15907219; see also <http://sourceware.org/bugzilla/show_bug.cgi?id=13137> for more information concerning this issue.)

One possible workaround for this problem is to use the LD\_PRELOAD environment variable to preload a jemalloc memory allocation library to take the place of that supplied with glibc.

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | false |
| Range | true, false |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Enabling this parameter causes [NDB](#_bookmark58) to attempt using O\_DIRECT writes for LCP, backups, and redo logs, often lowering kswapd and CPU usage. When using NDB Cluster on Linux, enable [ODirect](#_bookmark191) if you are using a 2.6 or later kernel.

[ODirect](#_bookmark191) is disabled by default.

• [ODirectSyncFlag](#_bookmark192)

|  |  |
| --- | --- |
| Type or units | boolean |
| Default | false |
| Range | true, false |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

When this parameter is enabled, redo log writes are performed such that each completed file system write is handled as a call to fsync. The setting for this parameter is ignored if at least one of the following conditions is true:

• [ODirect](#_bookmark191) is not enabled.

• InitFragmentLogFiles is set to SPARSE. Disabled by default.

• [RestartOnErrorInsert](#_bookmark194)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | error code |
| Default | 2 |
| Range | 0 - 4 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This feature is accessible only when building the debug version where it is possible to insert errors in the execution of individual blocks of code as part of testing.

This feature is disabled by default.

• [StopOnError](#_bookmark200)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | 1 |
| Range | 0, 1 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter specifies whether a data node process should exit or perform an automatic restart when an error condition is encountered.

This parameter's default value is 1; this means that, by default, an error causes the data node process to halt.

When an error is encountered and StopOnError is 0, the data node process is restarted.

Users of MySQL Cluster Manager should note that, when StopOnError equals 1, this prevents the MySQL Cluster Manager agent from restarting any data nodes after it has performed its own restart and recovery. See [Starting and Stopping the Agent on Linux](https://dev.mysql.com/doc/mysql-cluster-manager/1.4/en/mcm-using-start-stop-agent-linux.html), for more information.

• [UseShm](#_bookmark212)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | boolean |
| Default | false |
| Range | true, false |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Enable a shared memory connection between this data node and the API node also running on this host. Set to 1 to enable.

**Controlling** **Timeouts,** **Intervals,** **and** **Disk** **Paging**

There are a number of [ndbd] parameters specifying timeouts and intervals between various actions in Cluster data nodes. Most of the timeout values are specified in milliseconds. Any exceptions to this are mentioned where applicable.

• [TimeBetweenWatchDogCheck](#_bookmark208)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 6000 |
| Range | 70 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

To prevent the main thread from getting stuck in an endless loop at some point, a “watchdog” thread checks the main thread. This parameter specifies the number of milliseconds between checks. If the process remains in the same state after three checks, the watchdog thread terminates it.

This parameter can easily be changed for purposes of experimentation or to adapt to local conditions. It can be specified on a per-node basis although there seems to be little reason for doing so.

The default timeout is 6000 milliseconds (6 seconds).

• [TimeBetweenWatchDogCheckInitial](#_bookmark209)
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|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 6000 |
| Range | 70 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This is similar to the [TimeBetweenWatchDogCheck](#_bookmark208) parameter, except that [TimeBetweenWatchDogCheckInitial](#_bookmark209) controls the amount of time that passes between execution checks inside a storage node in the early start phases during which memory is allocated.

The default timeout is 6000 milliseconds (6 seconds).

• [StartPartialTimeout](#_bookmark198)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 30000 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter specifies how long the Cluster waits for all data nodes to come up before the cluster initialization routine is invoked. This timeout is used to avoid a partial Cluster startup whenever possible.

This parameter is overridden when performing an initial start or initial restart of the cluster.

The default value is 30000 milliseconds (30 seconds). 0 disables the timeout, in which case the cluster may start only if all nodes are available.

• [StartPartitionedTimeout](#_bookmark199)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart |

|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

If the cluster is ready to start after waiting for [StartPartialTimeout](#_bookmark198) milliseconds but is still possibly in a partitioned state, the cluster waits until this timeout has also passed. If
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[StartPartitionedTimeout](#_bookmark199) is set to 0, the cluster waits indefinitely (2 − 1 ms, or approximately 49.71 days).

This parameter is overridden when performing an initial start or initial restart of the cluster.

• [StartFailureTimeout](#_bookmark196)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

If a data node has not completed its startup sequence within the time specified by this parameter, the node startup fails. Setting this parameter to 0 (the default value) means that no data node timeout is applied.

For nonzero values, this parameter is measured in milliseconds. For data nodes containing extremely large amounts of data, this parameter should be increased. For example, in the case of a data node containing several gigabytes of data, a period as long as 10 − 15 minutes (that is, 600000 to 1000000 milliseconds) might be required to perform a node restart.

• [StartNoNodeGroupTimeout](#_bookmark197)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 15000 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

When a data node is configured with [Nodegroup = 65536](#_bookmark188), is regarded as not being assigned to any node group. When that is done, the cluster waits StartNoNodegroupTimeout milliseconds, then treats such nodes as though they had been added to the list passed to the --nowait-nodes option, and starts. The default value is 15000 (that is, the management server waits 15 seconds). Setting this parameter equal to 0 means that the cluster waits indefinitely.

StartNoNodegroupTimeout must be the same for all data nodes in the cluster; for this reason, you should always set it in the [ndbd default] section of the config.ini file, rather than for individual data nodes.

See Section 23.6.7, “Adding NDB Cluster Data Nodes Online” , for more information.

• [HeartbeatIntervalDbDb](#_bookmark88)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 5000 |
| Range | 10 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

One of the primary methods of discovering failed nodes is by the use of heartbeats. This parameter states how often heartbeat signals are sent and how often to expect to receive them. Heartbeats cannot be disabled.

After missing four heartbeat intervals in a row, the node is declared dead. Thus, the maximum time for discovering a failure through the heartbeat mechanism is five times the heartbeat interval.

The default heartbeat interval is 5000 milliseconds (5 seconds). This parameter must not be changed drastically and should not vary widely between nodes. If one node uses 5000 milliseconds and the node watching it uses 1000 milliseconds, obviously the node is declared dead very quickly. This parameter can be changed during an online software upgrade, but only in small increments.

See also [Network communication and latency](#_bookmark87), as well as the description of the [ConnectCheckIntervalDelay](#_bookmark151) configuration parameter.

• [HeartbeatIntervalDbApi](#_bookmark89)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 1500 |
| Range | 100 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Each data node sends heartbeat signals to each MySQL server (SQL node) to ensure that it remains in contact. If a MySQL server fails to send a heartbeat in time it is declared “dead,” in which case all ongoing transactions are completed and all resources released. The SQL node cannot reconnect

until all activities initiated by the previous MySQL instance have been completed. The three- heartbeat criteria for this determination are the same as described for [HeartbeatIntervalDbDb](#_bookmark88).

The default interval is 1500 milliseconds (1.5 seconds). This interval can vary between individual data nodes because each data node watches the MySQL servers connected to it, independently of all other data nodes.

For more information, see [Network communication and latency](#_bookmark87).

• [HeartbeatOrder](#_bookmark160)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | numeric |
| Default | 0 |
| Range | 0 - 65535 |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

Data nodes send heartbeats to one another in a circular fashion whereby each data node monitors the previous one. If a heartbeat is not detected by a given data node, this node declares the previous data node in the circle “dead” (that is, no longer accessible by the cluster). The determination that a data node is dead is done globally; in other words; once a data node is declared dead, it is regarded as such by all nodes in the cluster.

It is possible for heartbeats between data nodes residing on different hosts to be too slow compared to heartbeats between other pairs of nodes (for example, due to a very low heartbeat interval or temporary connection problem), such that a data node is declared dead, even though the node can still function as part of the cluster. .

In this type of situation, it may be that the order in which heartbeats are transmitted between data nodes makes a difference as to whether or not a particular data node is declared dead. If this declaration occurs unnecessarily, this can in turn lead to the unnecessary loss of a node group and as thus to a failure of the cluster.

Consider a setup where there are 4 data nodes A, B, C, and D running on 2 host computers host1 and host2, and that these data nodes make up 2 node groups, as shown in the following table:

**Table** **23.10** **Four** **data** **nodes** **A,** **B,** **C,** **D** **running** **on** **two** **host** **computers** **host1,** **host2;** **each** **data** **node** **belongs** **to** **one** **of** **two** **node** **groups.**

|  |  |  |
| --- | --- | --- |
| **Node** **Group** | **Nodes** **Running** **on** **host1** | **Nodes** **Running** **on** **host2** |
| Node Group 0: | Node A | Node B |
| Node Group 1: | Node C | Node D |

Suppose the heartbeats are transmitted in the order A->B->C->D->A. In this case, the loss of the heartbeat between the hosts causes node B to declare node A dead and node C to declare node B dead. This results in loss of Node Group 0, and so the cluster fails. On the other hand, if the order of transmission is A->B->D->C->A (and all other conditions remain as previously stated), the loss of

the heartbeat causes nodes A and D to be declared dead; in this case, each node group has one surviving node, and the cluster survives.

The [HeartbeatOrder](#_bookmark160) configuration parameter makes the order of heartbeat transmission user- configurable. The default value for [HeartbeatOrder](#_bookmark160) is zero; allowing the default value to be used on all data nodes causes the order of heartbeat transmission to be determined by NDB. If this parameter is used, it must be set to a nonzero value (maximum 65535) for every data node in the cluster, and this value must be unique for each data node; this causes the heartbeat transmission to proceed from data node to data node in the order of their [HeartbeatOrder](#_bookmark160) values from lowest to highest (and then directly from the data node having the highest [HeartbeatOrder](#_bookmark160) to the data node having the lowest value, to complete the circle). The values need not be consecutive. For example, to force the heartbeat transmission order A->B->D->C->A in the scenario outlined previously, you could set the [HeartbeatOrder](#_bookmark160) values as shown here:

**Table** **23.11** **HeartbeatOrder** **values** **to** **force** **a** **heartbeat** **transition** **order** **of** **A->B->D->C->A.**

|  |  |
| --- | --- |
| **Node** | **HeartbeatOrder** **Value** |
| A | 10 |
| B | 20 |
| C | 30 |
| D | 25 |

To use this parameter to change the heartbeat transmission order in a running NDB Cluster, you must first set [HeartbeatOrder](#_bookmark160) for each data node in the cluster in the global configuration (config.ini) file (or files). To cause the change to take effect, you must perform either of the following:

• A complete shutdown and restart of the entire cluster.

• 2 rolling restarts of the cluster in succession. *All* *nodes* *must* *be* *restarted* *in* *the* *same* *order* *in* *both* *rolling* *restarts*.

You can use [DUMP 908](https://dev.mysql.com/doc/ndb-internals/en/dump-command-908.html) to observe the effect of this parameter in the data node logs.

• [ConnectCheckIntervalDelay](#_bookmark151)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 0 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter enables connection checking between data nodes after one of them has failed heartbeat checks for 5 intervals of up to [HeartbeatIntervalDbDb](#_bookmark88) milliseconds.

Such a data node that further fails to respond within an interval of ConnectCheckIntervalDelay milliseconds is considered suspect, and is considered dead after two such intervals. This can be useful in setups with known latency issues.

• [TimeBetweenLocalCheckpoints](#_bookmark207)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | number of 4-  byte words,  as base-2  logarithm |
| Default | 20 |
| Range | 0 - 31 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter is an exception in that it does not specify a time to wait before starting a new local checkpoint; rather, it is used to ensure that local checkpoints are not performed in a cluster where relatively few updates are taking place. In most clusters with high update rates, it is likely that a new local checkpoint is started immediately after the previous one has been completed.

The size of all write operations executed since the start of the previous local checkpoints is added. This parameter is also exceptional in that it is specified as the base-2 logarithm of the number of 4- byte words, so that the default value 20 means 4MB (4 × 220) of write operations, 21 would mean 8MB, and so on up to a maximum value of 31, which equates to 8GB of write operations.

All the write operations in the cluster are added together. Setting [TimeBetweenLocalCheckpoints](#_bookmark207) to 6 or less means that local checkpoints are executed continuously without pause, independent of the cluster's workload.

• [TimeBetweenGlobalCheckpoints](#_bookmark204)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 2000 |
| Range | 20 - 32000 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

When a transaction is committed, it is committed in main memory in all nodes on which the data is mirrored. However, transaction log records are not flushed to disk as part of the commit. The reasoning behind this behavior is that having the transaction safely committed on at least two autonomous host machines should meet reasonable standards for durability.

It is also important to ensure that even the worst of cases—a complete crash of the cluster— is handled properly. To guarantee that this happens, all transactions taking place within a given interval are put into a global checkpoint, which can be thought of as a set of committed transactions that has been flushed to disk. In other words, as part of the commit process, a transaction is placed in a
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•

global checkpoint group. Later, this group's log records are flushed to disk, and then the entire group of transactions is safely committed to disk on all computers in the cluster.

In NDB 8.0, we recommended when you are using solid-state disks (especially those employing NVMe) with Disk Data tables that you reduce this value. In such cases, you should also ensure that MaxDiskDataLatency is set to a proper level.

This parameter defines the interval between global checkpoints. The default is 2000 milliseconds.

[TimeBetweenGlobalCheckpointsTimeout](#_bookmark205)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 120000 |
| Range | 10 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter defines the minimum timeout between global checkpoints. The default is 120000 milliseconds.

[TimeBetweenEpochs](#_bookmark202)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 100 |
| Range | 0 - 32000 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter defines the interval between synchronization epochs for NDB Cluster Replication. The default value is 100 milliseconds.

[TimeBetweenEpochs](#_bookmark202) is part of the implementation of “micro-GCPs” , which can be used to improve the performance of NDB Cluster Replication.

[TimeBetweenEpochsTimeout](#_bookmark203)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 0 |
| Range | 0 - 256000 |
| Restart Type | **Node** **Restart:**  Requires a |

|  |  |
| --- | --- |
|  | rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter defines a timeout for synchronization epochs for NDB Cluster Replication. If a node fails to participate in a global checkpoint within the time determined by this parameter, the node is shut down. The default value is 0; in other words, the timeout is disabled.

[TimeBetweenEpochsTimeout](#_bookmark203) is part of the implementation of “micro-GCPs” , which can be used to improve the performance of NDB Cluster Replication.

The current value of this parameter and a warning are written to the cluster log whenever a GCP save takes longer than 1 minute or a GCP commit takes longer than 10 seconds.

Setting this parameter to zero has the effect of disabling GCP stops caused by save timeouts, commit timeouts, or both. The maximum possible value for this parameter is 256000 milliseconds.

• [MaxBufferedEpochs](#_bookmark168)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | epochs |
| Default | 100 |
| Range | 0 - 100000 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

The number of unprocessed epochs by which a subscribing node can lag behind. Exceeding this number causes a lagging subscriber to be disconnected.

The default value of 100 is sufficient for most normal operations. If a subscribing node does lag enough to cause disconnections, it is usually due to network or scheduling issues with regard to processes or threads. (In rare circumstances, the problem may be due to a bug in the [NDB](#_bookmark58) client.) It may be desirable to set the value lower than the default when epochs are longer.

Disconnection prevents client issues from affecting the data node service, running out of memory to buffer data, and eventually shutting down. Instead, only the client is affected as a result of the disconnect (by, for example gap events in the binary log), forcing the client to reconnect or restart the process.

• [MaxBufferedEpochBytes](#_bookmark169)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 26214400 |
| Range | 26214400 (0x01900000) - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a |

|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

The total number of bytes allocated for buffering epochs by this node.

• [TimeBetweenInactiveTransactionAbortCheck](#_bookmark206)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 1000 |
| Range | 1000 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Timeout handling is performed by checking a timer on each transaction once for every interval specified by this parameter. Thus, if this parameter is set to 1000 milliseconds, every transaction is checked for timing out once per second.

The default value is 1000 milliseconds (1 second).

• [TransactionInactiveTimeout](#_bookmark211)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 4294967039 (0xFFFFFEFF) |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter states the maximum time that is permitted to lapse between operations in the same transaction before the transaction is aborted.

The default for this parameter is 4G (also the maximum). For a real-time database that needs to ensure that no transaction keeps locks for too long, this parameter should be set to a relatively small value. Setting it to 0 means that the application never times out. The unit is milliseconds.

• [TransactionDeadlockDetectionTimeout](#_bookmark210)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
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|  |  |
| --- | --- |
| Range | 50 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

When a node executes a query involving a transaction, the node waits for the other nodes in the cluster to respond before continuing. This parameter sets the amount of time that the transaction can spend executing within a data node, that is, the time that the transaction coordinator waits for each data node participating in the transaction to execute a request.

A failure to respond can occur for any of the following reasons:

• The node is “dead”

• The operation has entered a lock queue

• The node requested to perform the action could be heavily overloaded.

This timeout parameter states how long the transaction coordinator waits for query execution by another node before aborting the transaction, and is important for both node failure handling and deadlock detection.

The default timeout value is 1200 milliseconds (1.2 seconds).

The minimum for this parameter is 50 milliseconds.

• [DiskSyncSize](#_bookmark155)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 4M |
| Range | 32K - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This is the maximum number of bytes to store before flushing data to a local checkpoint file. This is done to prevent write buffering, which can impede performance significantly. This parameter is *not* intended to take the place of [TimeBetweenLocalCheckpoints](#_bookmark207).

**Note**

When [ODirect](#_bookmark191) is enabled, it is not necessary to set [DiskSyncSize](#_bookmark155); in fact, in such cases its value is simply ignored.

The default value is 4M (4 megabytes).

•

•

•

[MaxDiskWriteSpeed](#_bookmark170)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | numeric |
| Default | 20M |
| Range | 1M - 1024G |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

Set the maximum rate for writing to disk, in bytes per second, by local checkpoints and backup operations when no restarts (by this data node or any other data node) are taking place in this NDB

Cluster.

For setting the maximum rate of disk writes allowed while this data node is restarting, use [MaxDiskWriteSpeedOwnRestart](#_bookmark172). For setting the maximum rate of disk writes allowed while other data nodes are restarting, use [MaxDiskWriteSpeedOtherNodeRestart](#_bookmark171). The minimum speed for disk writes by all LCPs and backup operations can be adjusted by setting [MinDiskWriteSpeed](#_bookmark186).

[MaxDiskWriteSpeedOtherNodeRestart](#_bookmark171)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | numeric |
| Default | 50M |
| Range | 1M - 1024G |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

Set the maximum rate for writing to disk, in bytes per second, by local checkpoints and backup operations when one or more data nodes in this NDB Cluster are restarting, other than this node.

For setting the maximum rate of disk writes allowed while this data node is restarting, use [MaxDiskWriteSpeedOwnRestart](#_bookmark172). For setting the maximum rate of disk writes allowed when no data nodes are restarting anywhere in the cluster, use [MaxDiskWriteSpeed](#_bookmark170). The minimum speed for disk writes by all LCPs and backup operations can be adjusted by setting [MinDiskWriteSpeed](#_bookmark186).

[MaxDiskWriteSpeedOwnRestart](#_bookmark172)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | numeric |
| Default | 200M |

|  |  |
| --- | --- |
| Range | 1M - 1024G |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

Set the maximum rate for writing to disk, in bytes per second, by local checkpoints and backup operations while this data node is restarting.

For setting the maximum rate of disk writes allowed while other data nodes are restarting, use [MaxDiskWriteSpeedOtherNodeRestart](#_bookmark171). For setting the maximum rate of disk writes allowed when no data nodes are restarting anywhere in the cluster, use [MaxDiskWriteSpeed](#_bookmark170). The minimum speed for disk writes by all LCPs and backup operations can be adjusted by setting [MinDiskWriteSpeed](#_bookmark186).

• [MinDiskWriteSpeed](#_bookmark186)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | numeric |
| Default | 10M |
| Range | 1M - 1024G |
| Restart Type | **System**  **Restart:**  Requires a complete shutdown and restart of the cluster. (NDB 8.0.13) |

Set the minimum rate for writing to disk, in bytes per second, by local checkpoints and backup operations.

The maximum rates of disk writes allowed for LCPs and backups under various conditions are adjustable using the parameters [MaxDiskWriteSpeed](#_bookmark170), [MaxDiskWriteSpeedOwnRestart](#_bookmark172), and [MaxDiskWriteSpeedOtherNodeRestart](#_bookmark171). See the descriptions of these parameters for more information.

• [ArbitrationTimeout](#_bookmark148)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | milliseconds |
| Default | 7500 |
| Range | 10 - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a |
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|  |  |
| --- | --- |
|  | of the cluster.  (NDB 8.0.13) |

This parameter specifies how long data nodes wait for a response from the arbitrator to an arbitration message. If this is exceeded, the network is assumed to have split.

The default value is 7500 milliseconds (7.5 seconds).

• [Arbitration](#_bookmark147)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | enumeration |
| Default | Default |
| Range | Default,  Disabled,  WaitExternal |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

The [Arbitration](#_bookmark147) parameter enables a choice of arbitration schemes, corresponding to one of 3 possible values for this parameter:

• **Default.** This enables arbitration to proceed normally, as determined by the ArbitrationRank settings for the management and API nodes. This is the default value.

• **Disabled.** Setting Arbitration = Disabled in the [ndbd default] section of the config.ini file to accomplishes the same task as setting ArbitrationRank to 0 on all management and API nodes. When Arbitration is set in this way, any ArbitrationRank settings are ignored.

• **WaitExternal.** The [Arbitration](#_bookmark147) parameter also makes it possible to configure arbitration in such a way that the cluster waits until after the time determined by [ArbitrationTimeout](#_bookmark148) has passed for an external cluster manager application to perform arbitration instead of handling arbitration internally. This can be done by setting Arbitration = WaitExternal in the [ndbd default] section of the config.ini file. For best results with the WaitExternal setting, it is recommended that [ArbitrationTimeout](#_bookmark148) be 2 times as long as the interval required by the

external cluster manager to perform arbitration.

**Important**

This parameter should be used only in the [ndbd default] section of the cluster configuration file. The behavior of the cluster is unspecified when [Arbitration](#_bookmark147) is set to different values for individual data nodes.

• [RestartSubscriberConnectTimeout](#_bookmark238)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | ms |
| Default | 12000 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |

|  |  |
| --- | --- |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter determines the time that a data node waits for subscribing API nodes to connect. Once this timeout expires, any “missing” API nodes are disconnected from the cluster. To disable this timeout, set RestartSubscriberConnectTimeout to 0.

While this parameter is specified in milliseconds, the timeout itself is resolved to the next-greatest whole second.

• [KeepAliveSendInterval](#_bookmark121)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | integer |
| Default | 60000 |
| Range | 0 - 4294967039 (0xFFFFFEFF) |
| Added | NDB 8.0.27 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

Beginning with NDB 8.0.27, it is possible to enable and control the interval between

keep-alive signals sent between data nodes by setting this parameter. The default for KeepAliveSendInterval is 60000 milliseconds (one minute); setting it to 0 disables keep-alive signals. Values between 1 and 10 inclusive are treated as 10.

This parameter may prove useful in environments which monitor and disconnect idle TCP connections, possibly causing unnecessary data node failures when the cluster is idle.

The heartbeat interval between management nodes and data nodes is always 100 milliseconds, and is not configurable.

**Buffering** **and** **logging.** Several [ndbd] configuration parameters enable the advanced user to have more control over the resources used by node processes and to adjust various buffer sizes at need.

These buffers are used as front ends to the file system when writing log records to disk. If the node is running in diskless mode, these parameters can be set to their minimum values without penalty due to the fact that disk writes are “faked” by the [NDB](#_bookmark58) storage engine's file system abstraction layer.

• [UndoIndexBuffer](#_bookmark126)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 2M |
| Range | 1M - 4294967039 (0xFFFFFEFF) |

|  |  |
| --- | --- |
| Deprecated | NDB 8.0.27 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter formerly set the size of the undo index buffer, but has no effect in current versions of

NDB Cluster.

In NDB 8.0.27 and later, the use of this parameter in the cluster configuration file raises a deprecation warning; you should expect it to be removed in a future NDB Cluster release.

• [UndoDataBuffer](#_bookmark125)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | unsigned |
| Default | 16M |
| Range | 1M - 4294967039 (0xFFFFFEFF) |
| Deprecated | NDB 8.0.27 |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

This parameter formerly set the size of the undo data buffer, but has no effect in current versions of

NDB Cluster.

In NDB 8.0.27 and later, the use of this parameter in the cluster configuration file raises a deprecation warning; you should expect it to be removed in a future NDB Cluster release.

• [RedoBuffer](#_bookmark193)

|  |  |
| --- | --- |
| Version (or  later) | NDB 8.0.13 |
| Type or units | bytes |
| Default | 32M |
| Range | 1M - 4294967039 (0xFFFFFEFF) |
| Restart Type | **Node** **Restart:**  Requires a  rolling restart  of the cluster.  (NDB 8.0. 13) |

All update activities also need to be logged. The REDO log makes it possible to replay these updates whenever the system is restarted. The NDB recovery algorithm uses a “fuzzy” checkpoint of the