The model training for the WLASL took 7 hours and the model training for fingerspelling datasets took 2 hours so it is not recommended to train them again. To directly test the model on datasets, just run the code where the data is being loaded and the model is being evaluated and the respective functions that re being called in these cells.

The trained models have been provided with the submission. They can be directly loaded by

Model=model.load(path)

ASL and fingerspelling data were trained on colab whereas WLASL was trained on Jupyter notebook.