Method and Apparatus for All-in-Focus Image Capture Using Lens Swivel

TECHNICAL FIELD

This invention relates to imaging, and more particularly to method and apparatus for all-in-focus image capture using lens swivel.

BACKGROUND

Typical cameras have a limited depth of field (DOF), which often causes blur and loss of image detail. Some image refocusing techniques may improve the plane of focus and DOF of an image during or after the image capture. One way to (e.g. post-factum) refocus is to instant capture the entire light field by a plenoptic camera (4D data capture). However, this technique can lead to a significant reduction in image resolution. Other refocusing techniques use ‘focal stack’ approaches (3D data capture). ‘Focal stack’ is a set of images of the same scene captured at different focus settings and used to facilitate refocusing in real-time or by a post-processing. For this purpose, a ‘sweep camera’ physically sweeps its focal plane across a scene during the direct capture, directly recording focal stacks (unlike the light-field camera), hence preserving sensor spatial resolution and saving the computation power/rendering time. Alternative sweeping methods can even contain a dynamic scene captured within a finite time period and, therefore, include the motion within the scene. In a simpler way, captured focal stack can be used to blend in-focus (sharp) patches from individual images following registration and appropriate scaling or, alternatively, for post-refocusing.

While capturing an instant light field may be beneficial in some situations, capture within the duration of time can result in a unique processing/refocusing experience, such as simultaneous perception of the dynamic objects within the scene by a user (e.g., combined with the dynamic focusing). Focal sweep can be implemented in multiple ways. Since scene motion and camera-shake can lead to motion blur in the captured images, it is important to capture the entire focal stack in a short time period, typically by either translating the scene along the optical axis during image exposure, or by sweeping the image sensor relatively to the subject. For a given pixel size, frame rate, and f-number of the lens, the overall capture time and total image count are highly related to focal length and scene distance range.

SUMMARY

The present disclosure includes a method for operating a camera. A lens or a sensor of the camera is rotated about an axis to a plurality of positions, and the rotation generates a rotation of a plane of sharp focus of the camera. At each of the plurality of positions, an image is captured. For each image, a substantially in-focus region is determined. The substantially in-focus regions are combined to generate a final image.

The details of one or more embodiments of the invention are set forth in the accompa­nying drawings and the description below. Other features, objects, and advantages of the invention will be apparent from the description and drawings, and from the claims.

DESCRIPTION OF DRAWINGS

FIG. 1 is an example mobile device for capturing images.

FIGS. 2A-F illustrate rotation of depth of field as the lens rotates.

FIG. 3 illustrates an example lens.

FIGS. 4-6 illustrate an example simulation for the disclosed method.

FIGS. 7-11 illustrate the disclosed method when pupil magnification is not equal to one and/or the lens is rotated about a point different from the entrance pupil.

FIG. 12 is a flowchart illustrating an example method for combining in-focus regions of images.

Like reference symbols in the various drawings indicate like elements.

DETAILED DESCRIPTION

The limited DOF is a fundamental problem (along with spatial resolution and loss of three-dimensional information) that afflicts several imaging applications such as optical microscopy, machine vision, biometric imaging, and others. There are several techniques in imaging that work around the DOF problem such as Scheimpflug imaging and (frontoparallel) focus stacking. The term frontoparallel typically means the typical imaging configuration in which the sensor plane, the lens plane, and the plane of sharp focus are mutually parallel and are perpendicular to the optical axis.

In Scheimpflug imaging, the lens, the sensor, or both are tilted inducing a rotation of the plane of sharp focus. Using appropriate tilts of the lens and/or sensor plane, the plane of sharp focus can be oriented to maximize otherwise increase focus on a tilted object surface or while photographing a scene with significant depth. The DOF region surrounding the plane of sharp focus is still finite.

In focus stacking, images are captured at multiple focus depths either by changing the image- to lens- plane distance or by changing the focal length. Consequently, in a single image, only those regions of the scene that are at the appropriate depth form sharp images. Since the focal depth is continually varied, collectively, the stack contains the whole scene in focus distributed among the images.

The images in the stack may have significantly different magnifications. Therefore, the images may initially be registered with respect to a reference image and then, the in-focus regions may be identified and blended to create an all-in-focus image. Although there are several focus measure algorithms to determine the in-focus regions within an image, a Laplacian of Gaussian (LoG) filter may be applied to most situations.

The present disclosure combines techniques from both the Scheimpflug imaging and focus stacking. In these instances, multiple images may be captured while rotating the lens or image sensor about an axis such as the entrance pupil. During the rotations, the plane of sharp focus and the wedge-shaped depth of field region sweep through the scene forming regions in sharp focus across the images in the stack. These in-focus regions can be selectively blended following registration and identification of in-focus regions. Unlike in the case of frontoparallel focus stacking, the extents of the DOF region in each image is generally within the field of view of the camera (especially for larger tilts of the plane of sharp focus).

FIG. 1 illustrates an example mobile device 100 including a camera 102 for capturing images. In particular, the camera 102 rotates either a lens or an image sensor about an axis to multiple positions and captures images at each of the positions. The rotation may be about the center of the entrance pupil of the lens. In some instances, the rotation may be between two angles such as -10º to +10º. Other angles may be used without departing from the scope of the disclosure such as -15º to +15º, -5º to +5º, or others. During the rotation, the camera 102 captures at least two images. For example, the camera 102 may capture 10 images, 15 images, 50 images, or other number of images. The number of images may be a function of the desired image quality and/or the volume of the object space. For each image, the mobile device 100 determines the substantially in-focus regions and combines the substantially in-focus regions to form the final image.

While the mobile device 100 is illustrated as a cellular phone, the rotating camera 102 may be integrated into other devices without departing from the scope of the disclosure such as a camera, a laptop computer, a tablet computer, a monitor, a personal digital assistant, or other devices. Thus, the sweep focal stack capture may be implemented either with non-miniature lens systems or with miniature camera modules. In miniature camera modules, the camera 102 may have moving lenses as well as phase detection to assist in autofocus (AT). In some instances, these types of lenses are relatively wide, and the aperture is very small. Such lenses do very little focusing since the distance of moving the lens into focus is very miniscule. In general, the amount of motion in order to focus a lens is far less than the amount used for zooming. Thus, rotating a lens or sensor for miniature camera modules may be implemented using, for example, microelectromechanical systems (MEMS) or other systems without departing from the scope of the disclosure. In regards to non-miniature lens systems, the camera 102 may rotate the lens or the image sensor using, for example, motors such as AFD Motors, Micromotor, USM (ring ultrasonic motors and the micro ultrasonic) motors, or other motors or systems without departing from the scope of the disclosure.

In some instances, the camera 102 may use a small focal length lens, since rotating a sensor by certain distances at frequencies above a few Hz may be limited by the actuator performance and induced sensor vibration (image quality deterioration). In some instances, the camera 102 may also provide near infinite depth-of-field with fewer images captured, which may result in simpler image reconstruction procedures.

FIGS. 2A-2F illustrate a system 200 where a lens 202 is rotated to generate a rotation in the plane of sharp focus 204. We capture multiple images while rotating the lens about the entrance pupil. The plane of sharp focus and the wedge-shaped depth of field region sweeps through the entire scene forming regions in sharp focus across the images in the stack. These in-focus regions can be selectively blended following registration and identification of in-focus regions. Unlike in the case of frontoparallel focus stacking, the extents of the DOF region in each image is generally within the field of view of the camera (especially for larger tilts of the plane of sharp focus).

FIG. 3 illustrates an example lens 300 including an entrance pupil 302 and an exit pupil 304. The entrance pupil 302 is the image of the stop (limiting aperture) seen through the lens elements preceding it is. The exit pupil 304 is the image of the stop seen through the elements following it is. Furthermore, the entrance pupil 302 is the center of projection in the object side since chief-rays originating from the object converge (virtually) at the center of the (unaberrated) entrance pupil 302. On the image side, the chief-rays emerge (virtually) from the center of the exit pupil 304. Therefore, the entrance pupil 302 and the exit pupil 304 are the centers of projection on the object and image side respectively.

The ratio of the (paraxial) exit pupil size to the entrance pupil size is defined as the pupil magnification, m\_p, (we will revisit this in the model). Further, when we rotate a lens (say about the entrance pupil), the position of the exit pupil translates, causing the bundle of chief rays emerging from the exit pupil towards the image plane to shift. Consequently, the image field (of a scene) on the sensor plane translates (in the x-y plane of the sensor) in response to the rotation of the lens. The exact nature of translation (and associated geometric distortion) of the image field depends on the value of the pupil magnification and the point of rotation of the lens along the optical axis.

Ignoring the addition and subtraction portions of the image field near the edges, the shift of the corresponding points between two images obtained under two different rotations of the lens can (usually) be described by a transformation called the inter-image homography (see FIG. 7 and FIG. 8 for examples of the type of shift of the image field expected under lens tilts). If the inter-image homography is known, we can undo the shifts (and distortion) of the image obtained under lens rotations during the process of registration. If this transformation is not known, we would have to estimate it from the observed images (for example, using the OpenCV function findHomography()). Such methods work well if the images are not blurry. However, since tilting the lens results in a significant portion of the object space to become out of focus in each individual image, the estimated homography from the images are expected to have large errors. Therefore, (for our particular problem) it is highly imperative to have prior knowledge about the inter-image homography.

As it turns out (see the “math” for details) if the lens is rotated about the entrance pupil, an inter-image homography that is independent of object depth exists. Instead, if the lens is rotated about a point other than the center of the entrance pupil, the amount of shift experienced by points in the image also depends on the object distance of the corresponding point. This is a consequence of the fact that the entrance pupil translates if the lens is rotated about any a different point.

Furthermore, if the lens has pupil magnification (*mp*) equal to one, and it is rotated about the center of the entrance pupil, the inter-image homography is a very simple matrix—a special case of similarity transformation consisting of only translation and uniform scaling components.

FIG. 4 and 5 illustrate a Zemax based simulation platform we used to verify the above theory. As shown in FIG. 4, a 24 mm, f/2.5 paraxial thick lens with pupil magnification=1 (symmetric lens) images three playing cards placed at 800 mm, 1000 mm, and 1200 mm from the lens’ vertex. A slight amount of spherical aberration is introduced to ensure that the focused PSF size was comparable to the pixel size of the (simulated) digital sensor. A Python Zemax Dynamic Data Exchange (PyZDDE) library is used to automate and control the simulation. The main task of PyZDDE was to automatically tilt the lens (the two paraxial surfaces, the pupil surfaces, and the aperture mainly) by the specified tilt angle, initiate the image simulation tool in Zemax with the specified parameters (please see the Jupyter notebook for details), and return the simulated image once Zemax finished the image simulation. Python was used to store the images tagged along with the simulation parameters into an HDF5 file (using h5py library).

For the simulation, 13 images were captured (simulated) while rotating the lens about the entrance pupil between -8° and +8°. Since the pupil magnification equals one, a simple shift (along with uniform scaling) was expected of the image field.

The three sensor images from FIG. 4 are shown in FIG. 5 for side-by-side comparison. A shift of the image field occurs between the images and the different regions of the three cards that are in focus. When the lens is tilted, no card—all of which are frontoparallel to the image sensor—is completely in focus; but small portions of all cards (especially the middle and rear in this simulation) can be seen in focus as is typical in Scheimpflug imaging.

Following the creation of the stack, we register all the images by undoing the shift and scaling using the closed form inter-image homography (FIG. 6). Then, the in-focus regions in each image is detected using a Laplacian of Gaussian (LoG) filter, and these regions are blended to form a composite image. Observing the composite image and its focus measure in FIG. 6 we see that all three cards are in focus. In comparison to frontoparallel focus stacking, the disclosed implementations may include one or more of the following advantages: (1) the registration (image alignment) using closed form equation is simple, especially if the pupil magnification of the lens is one; and (2) our method can be used to improve the depth of field around a tilted object plane in Scheimpflug imaging (more on this later).

The disclosed process can also be used when the pupil magnification (*mp*) is not equal to one and as well as when rotation is about a point away from the entrance pupil. The rotation of the lens induces a shift and scaling of the image field. If the pupil magnification (*mp* = 1) equals one, the scaling is isotropic, and the shift is simple (the entire image fields translates uniformly along a particular direction in the sensor plane). If the pupil magnification is not equal to one, then anisotropic shift across the image field manifests as image distortion. However, irrespective of the value of the pupil magnification, if the lens is rotated about the entrance pupil, then the inter-image homography (the transformation that relates corresponding points between two images obtained under two tilts of the lens) is independent of object distance.

The following figures illustrate the above concept. FIG. 7 shows the setup for the ensuing qualitative analysis. The two overlapping grids on the left in FIG. 7 are the coincident images of two planes in the object spaces—a near plane, a square of 88.15 mm on each side, and a far plane, a square of 178.3 mm on each side placed at twice the distance of the near plane from the entrance pupil. The exact distances vary depending upon the pupil magnification, such that the images of the two planes are 4.5 mm on each side on the sensor. The z-axis of the camera frame passes through the center of both object planes. Therefore, the images of the two square grids are coincident in the frontoparallel configuration. The “image points” are the points of intersection of the chief-rays emanating from a 7×7 square object grid with the image plane. The lighter shaded orange “Y” markers represent the group of image points from the near object plane in frontoparallel configuration. The lighter shaded blue “inverted Y” markers represent the image points from the far object plane in the frontoparallel configuration. In frontoparallel configuration, the two images of the two object planes coincide; however, for the sake of visual clarity, we displaced the two set of image points horizontally by 5 mm on either side of the center (shown on the right side of FIG. 7).

The darker shaded markers of either color (in FIGS. 8-11) represent the image points following the rotation of the lens. The translations of the image points are shown by the gray arrows between the original and shifted positions. The gray level of the arrows specifies the normalized magnitude of translation—brighter indicates relatively larger translation. The figures also display information about the standard deviation (SD) of the arrow lengths. This statistic gives a sense of the non-uniform translation of the image points across the image field. If all image points shift by the same amount, then the standard deviation will be zero. A larger value of the standard deviation indicates greater diversity in shifts, and hence greater distortion. In addition to the standard deviation, we also measure the amount by which the centroid of the set of points from the two images shifts. The translation of the centroid gives a measure of the global image field shifts.

FIGS. 8-9 show the movement of the grid of image points when the lens is rotated about a point away from the entrance pupil. Notice the parallax effect as a consequence of the rotation of the lens away from the entrance pupil. When a lens is rotated about the entrance pupil there is no parallax as shown in FIGS. 10-11. Equivalently, the inter-image homography is independent of object distance.

FIG. 12 is a flowchart illustrating an example method 1200 for combining in-focused regions to generate a final image. Method 1200 begins at step 1202 where the center of the entrance pupil of a lens is determined. Next, at step 1204, the number positions and rotation angle are determined based on the focal length and object depth. At step 1206, the lens or sensor is rotated to an initial position, and, at step 1208, an image is captured. If lens or sensor is designed to rotated to an additional position at decisional step 1210, the lens or sensor is rotated to the next position at step 1212. At step 1208, an image is captured. If the rotation has no an additional position at decisional step 1210, then, at step 1214, the in-focus regions for each image are determined. Next, at step 1216, the in-focus regions are combined to determine a final image.

A number of embodiments of the invention have been described. Nevertheless, it will be understood that various modifications may be made without departing from the spirit and scope of the invention.

WHAT IS CLAIMED IS:

1. A method for operating camera, comprising:

rotating a lens or a sensor of the camera about an axis to a plurality of positions, wherein the rotation generates a rotation of a plane of sharp focus of the camera;

at each of the plurality of positions, capturing an image;

for each image, determine a substantially in-focus region; and

combining the substantially in-focus regions to generate a final image.

2. The method of Claim 1, wherein the axis is a center of the entrance pupil of the lens.

3. The method of Claim 2, wherein the lens has a pupil magnification equal to one.

4. The method of Claim 1, wherein the plurality of positions includes at least 10 to 15 different positions.

5. The method of Claim 1, wherein the rotation is between about -10º to +10º.

6. The method of Claim 1, wherein each of the substantially in-focus regions are within 1 millimeter of an exactly in-focus region.

7. The method of Claim 1, wherein the final image comprises a three-dimensional map of a scene.

[Additional hardware and software claims will be added once the method claims are finalized]

ABSTRACT

The present disclosure includes a method for operating a camera. A lens or a sensor of the camera is rotated about an axis to a plurality of positions, and the rotation generates a rotation of a plane of sharp focus of the camera. At each of the plurality of positions, an image is captured. For each image, a substantially in-focus region is determined. The substantially in-focus regions are combined to generate a final image.