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# Abstract

Using fMRI BOLD responses in human primary auditory cortex (PAC) we show that it is possible to not only decode the sequence of auditory frequencies a person had been listening to, but also estimate the individual frequencies presented over time. First, we characterized the tonotopic organization of each subject’s auditory cortex by measuring auditory responses to randomized set of pure tone stimuli and modeling the frequency tuning of each fMRI voxel as a Gaussian in log frequency space. Then, we tested our model by examining its ability to work in reverse. Auditory responses were re-collected in the same subjects, except this time while they listened to sequences of frequencies taken from simple songs (e.g., “Somewhere Over the Rainbow”). By comparing the model’s prediction of BOLD responses to actual BOLD responses, we were able to reconstruct tone sequences, with mean frequency estimation errors of half an octave or less, and little evidence of systematic biases.
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# Introduction

A variety of BOLD imaging studies have identified a pair of mirror-symmetric tonotopic gradients centered on Heschl’s gyrus on the cortical surface thought to be the human homologues of primary areas A1 and R ([Formisano et al., 2003](#_ENREF_10); [Humphries et al., 2010](#_ENREF_12); [Da Costa et al., 2011](#_ENREF_5); [Langers and van Dijk, 2011](#_ENREF_16); [Moerel et al., 2012](#_ENREF_20); [2013](#_ENREF_4)). The general organization of these maps has been shown to be highly replicable across diverse imaging paradigms ([Langers et al., 2014b](#_ENREF_18); [Saenz & Langers, 2014](#_ENREF_26" \o "Saenz, 2014 #84)) and a range of stimulus types including orderly frequency progressions ([Talavage et al., 2004](#_ENREF_30); [Da Costa et al., 2011](#_ENREF_5); [Striem-Amit et al., 2011](#_ENREF_29); [2013](#_ENREF_4); [Langers et al., 2014a](#_ENREF_17)) as well as more complex natural stimuli ([Moerel et al., 2012](#_ENREF_20)).

However, while the overall pattern of frequency gradients is highly replicable, the accuracy with which these maps have modeled the actual frequency preferences of individual voxels is unclear. For example, it is possible to obtain robust tonotopic maps by evaluating BOLD responses to only a few discrete frequencies using a general linear model (GLM; [Formisano et al., 2003](#_ENREF_10); [Woods and Alain, 2009](#_ENREF_36); [Humphries et al., 2010](#_ENREF_12)). However, these models likely fail to capture the explicit representation of frequency selectivity in the auditory cortex, which is thought to represent a rather wide range of auditory frequencies. Stimulus-specific biases can also alter the frequency preference assigned to a given fMRI voxel. Frequency “sweep” stimuli have been shown to induce a “traveling wave” of BOLD activity across the cortex ([Engel et al., 1994](#_ENREF_7)) that is susceptible to biases induced by habituation and/or expectation effects as well as spatio-temporal BOLD nonlinearities ([Binda et al., 2013](#_ENREF_2); [Thomas et al., 2015](#_ENREF_35)). Moreover, the complex morphology and small size of auditory cortical areas makes them highly susceptible to these biases ([Saenz & Langers, 2014](#_ENREF_26" \o "Saenz, 2014 #84)). As such, tonotopic maps produced with these ordered stimuli can vary dramatically depending on the on the direction of the frequency sweep ([Da Costa et al., 2011](#_ENREF_5)).

Stimulus-specific biases are particularly concerning for studies relating cortical responses to acoustic behavioral performance, which clearly would require the tonotopic organization of the cortex to be accurately modeled. Previously, we described a “population receptive field” or *pRF* analysis that makes it possible to use an unpredictable randomized stimulus to estimate the frequency tuning curves of individual voxels (Thomas et al., 2015, also see Dumoulin & Wandell, 2008), and suggested that this unpredictable stimulus might serve to reduce stimulus-specific biases in estimates of tonotopic organization ([Binda et al., 2013](#_ENREF_2)).

Here, we present a method for examining whether our simple model of frequency tuning could predict responses to novel stimuli. Specifically, we examined whether tonotopic maps generated using randomized tones could be used to decode and reconstruct the sequence of tones on the basis of an individual subjects’ BOLD responses over time. Next we measured cortical responses in the same subjects to novel stimuli containing a sequence of tones based on the melodies “When You Wish Upon A Star” ([Harline et al., 1940](#_ENREF_11)) and “Over The Rainbow” ([Arlen & Harburg, 1939](#_ENREF_1" \o "Arlen, 1939 #146)). Then, using a parametric decoding method, we reconstructed these songs by determining what frequency would best maximize the correlation between predicted (based on our pRF models) and obtained BOLD activity patterns for each point in the stimulus time course.

The quality of the stimulus reconstruction was quantified in two ways: Identification performance and reconstruction accuracy. Identification performance was assessed as the ability to correctly identify the actual tone-sequence over other similar tone-like sequences. Using an algorithm based on first-order Markov chains, we simulated 1000 song-like sequences analogous to the tested sequences. Identification performance was then determined as the number of times in which the actual sequence was correctly identified over any of the simulated tone sequences. Reconstruction accuracy was assessed as the residual difference in cents (1200 cents per octave) between each note in the reconstructed and actual sequences.

Using a combined auditory pRF encoding/decoding approach, we found that we could accurately identify and reconstruct tone sequences over time on the basis of BOLD responses, thereby demonstrating the predictive accuracy of our tonotopic model of PAC.

# Materials and Methods

Three right-handed subjects (2 male, 1 female, ages 27-46) participated in two fMRI sessions. Subjects reported normal hearing and no history of neurological or psychiatric illness. All procedures, including recruitment, consenting, and testing, followed the guidelines of the University of Washington Human Subjects Division and were reviewed and approved by the Institutional Review Board.

**MRI data acquisition and analysis**

BOLD imaging was performed using a 3 Tesla Phillips Achieva scanner (Philips, Eindhoven, The Netherlands) at the University of Washington Diagnostic Imaging Sciences Center (DISC). Subjects were instructed to keep their eyes closed throughout all scans and foam padding was used to minimize head motion. fMRI data were acquired using a 32-channel head coil and a continuous EPI pulse sequence (2.8 x 2.8 x 2.8 mm3, TR/TE = 2000/25 ms, flip angle = 60°, EPI-factor = 35, no slice gap) designed with Philips SofTone software (SofTone factor of 4.0) to generate less acoustic scanner noise (Thomas et al., 2014).

Standard pre-processing of fMRI data was carried out using BrainVoyager QX software (version 2.3.1 Brain Innovation B. V., Maastricht, The Netherlands), including slice scan time correction, temporal high-pass filtering, and 3D motion correction. Functional data were aligned to a T1-weighted anatomical image acquired in the same session (MPRAGE, 1 x 1 x 1 mm3). The anatomical images acquired in the two sessions were aligned to each other and to each subject’s 3D Talairach-normalized anatomical dataset. The BrainVoyager QX automatic segmentation routine was used to reconstruct the cortical surface and the resulting smooth 3D surface was partially inflated. For each subject, large anatomical regions of interest (ROIs) were selected from both hemispheres of the auditory cortical surface using drawing tools within BrainVoyager QX. Preprocessed time-course data for each 3D anatomical voxel within the volume ROI were then exported to MATLAB for further analysis.

**Auditory stimulus presentation**

Sound stimuli were generated in MATLAB using the Psychophysics Toolbox (www.psychtoolbox.org). Stimuli were delivered via MRI compatible insert earphones (S14, Sensimetrics), at a sampling rate of 44.1 kHz, with intensities calibrated to ensure flat frequency transmission from 100 Hz to 8 kHz. After sound system calibration, all stimulus sound intensities were adjusted according to a standard equal-loudness curve created for insert earphones (ISO 226) to approximate equal perceived loudness across all frequencies. Acoustic noise from the scanner was attenuated by expanding-foam eartips as well as protective ear muffs placed over the ear following earphone insertion. Subjects reported hearing all stimuli at a clear and comfortably audible level, with roughly equal loudness across all tones.

***pRF estimation***

To reduce the influence of spatiotemporal nonlinearities on pRF estimates, we measured fMRI responses to a high-resolution randomized pure tone sequences consisting of 240 frequency blocks. As shown in **Figure 1A**, each block lasted 2 s and consisted 8 pure tone bursts of a single frequency. Each burst lasted either 50 ms or 200 ms in duration (inter-stimulus interval = 50ms) and was presented in a pseudo-randomized order, resulting in a “Morse code” like pattern of tones. This served to increase the perceptual salience of the tone bursts over the background scanner noise. The frequencies presented in the blocks ranged from 88-8000 Hz, each frequency block was presented only once per scan and block order was randomly shuffled for each scan. Following every 60 blocks was a 12s silent pause. This silent period allows the pRF algorithm to better estimate the baseline fMRI response to scanner noise. Each subject participated in a single pRF estimation scanning session, consisting of 6 scans, each containing a different randomized sequence of the same 240 frequency blocks.

Following previously described methods, we used customized MATLAB software to estimate the frequency tuning curves for individual voxels based on a linear temporal model of the fMRI BOLD response time course ([Thomas et al., 2014](#_ENREF_34)). Briefly, analysis began by defining a stimulus time course, which indicates the presence or absence of a particular frequency over time. This stimulus time course was convolved with each subject’s estimated hemodynamic response function (HDR) modeled as a gamma probability density function ([Boynton et al., 1996](#_ENREF_3)). Each voxel’s response was modeled using the 1-dimensional Gaussian function g*(f),* defined over frequency (in log space). The center (f0) of each Gaussian corresponds to the best frequency of the voxel, while the standard deviation (σ) was transformed into bandwidth values by calculating the full width half maximum (FWHM) in terms of octaves. A predicted time course was then generated for each voxel by calculating the linear sum of the overlap between the hemodynamically blurred stimulus time course and the pRF model. Finally, model fits for each voxel were obtained using a nonlinear search algorithm that iterated towards model parameters that maximize the correlation value (goodness-of-fit) between the voxel’s pRF predicted time course and the acquired fMRI BOLD response time course.

The procedure described above included a few modifications from our original pRF analysis. First, we applied static power-law nonlinearity to the Gaussian model by including a free exponent parameter (*n*) to account for non-linear summation of the BOLD response according to the compressive spatial summation (CSS) model ([Kay et al., 2013](#_ENREF_15" \o "Kay, 2013 #11117)). The incorporation of this static non-linearity, which is applied after the initial fitting of the linear model, has been shown to more accurately explain BOLD activity and improve overall receptive field fits. Second, we constrained the Gaussian standard deviation (σ) to values greater than 0.015 (due to the resolution of frequencies presented) and exponent parameter (*n*) to values between 0 and 1.

After fitting, only voxels with a pRF correlation value (goodness-of-fit) above 0.15 were retained for song decoding and reconstruction (526, 529, 244 voxels for subjects S1-S3, respectively). Critically, *all* voxels with pRF fits above this threshold within PAC were included. As demonstrated in **Figure 1B**, pRF center (f0) values formed two mirror-symmetric tonotopic gradients corresponding to the primary auditory fields A1 and R in both hemispheres of all subjects. No clear organization was observed for either pRF bandwidth values (average bandwidth in octaves ± SD, S1 = 3.385 ± 2.807, S2 = 3.732 ± 1.634, S3 = 2.219 ± 1.201), or exponent parameters (average value of n ± SD; S1 = 0.587 ± 0.310, S2 = 0.611 ± 0.228, and S3 = 0.726 ± 0.318).

***Frequency Decoding***

During a separate scanning session, we collected fMRI responses to two pure tone song-like sequences based on two familiar melodies: “When You Wish Upon A Star”(Wish)and *“*Somewhere Over The Rainbow”(Rainbow). Each song-like sequence was generated using 2 s frequency blocks with frequencies ranging from 880-2349 Hz (corresponding to the notes A5-D7 on the western music scale). Each 2s block contained 13 tone bursts of the same frequency, each lasting 75 ms in duration (inter-stimulus interval = 75 ms). This created a vibrato-like effect which served to increase the perceptual salience of each block, without interrupting the melodic feel of the song-like sequence. A single presentation of each song-like sequence contained either 25 (Wish) or 23 (Rainbow) frequency blocks followed by 8 s of silence, and the entire presentation was repeated 8 times per scan. Averaged fMRI BOLD time courses were then generated for each song-like sequence by averaging data responses across the eight presentations within each scan, and across two scans of the same sequence type.

We decoded both song-like sequences by reconstructing each sequence one block at a time. To do this, we utilized the pRF models previously estimated with the randomized tone sequences to generate a predicted voxel activity patterns elicited by a set of 14 frequencies sampled from 88-8000 Hz in half-octave steps. The best fitting frequency from this set is then used as the initial parameter for a nonlinear optimization fitting procedure (Matlab’s “fmincon” function) that determined what frequency produced the predicted voxel activity pattern best correlated with the measured voxel activity pattern for each 2s block. This process was then repeated for each block in the sequence, until all frequency blocks had been reconstructed. Finally, to account for the delayed hemodynamic blurring of BOLD signal a fixed temporal lag of 6s was applied to the reconstructed sequence ([Kay et al., 2008](#_ENREF_14)).

It is important to note that our method only depends on the frequency selectivity of individual voxels, not their physical locations within auditory cortex. This method is therefore not dependent upon any particular model ([Moerel et al., 2014](#_ENREF_21); [Saenz & Langers, 2014](#_ENREF_26" \o "Saenz, 2014 #84)) of the overall structure of the tonotopic maps.

The quality of the reconstructed sequences was quantified in two ways: *Identification performance* and *reconstruction accuracy*. Identification performance was assessed as the ability to correctly identify the actual song over other similar song-like sequences. For each reconstructed sequence, we applied an algorithm based on first-order Markov chains to randomly generate 1000 simulated song-like sequences that reflected the frequency content and note-to-note probabilities of the Rainbow and Wish sequences. Then we determined how well correlated (Pearson’s *r*) the reconstructed sequence was with the actual presented sequence, as well as each of the simulated sequences. Identification performance was then determined as the number of times in which the actual sequence was correctly selected for, on the basis of a higher correlation with the reconstructed sequence, over any of the simulated song-like sequences.

For the purpose of this study, we selected the Markov chain approach because we were primarily concerned with generating simulated sequences with the basic statistical properties of the actual songs used in our experiments. However, other more advanced methods for generating simulated sequences, including probabilistic models of melodic intervals, would likely be better for generating more continuous and melodic sequences ([Temperley, 2008](#_ENREF_31); [2014](#_ENREF_32)).

*Reconstruction accuracy* was assessed as the ability to recreate each note in the actual sequence. This was calculated as the residual difference in cents (1200 cents per octave) between each note in the reconstructed and actual sequences. To determine if any systematic over or underestimation was present in the reconstructed sequences, we performed a two-tailed t-test on the means of the residual errors. Any mean that was significantly different from zero reflected an overall bias in reconstruction accuracy.

# Results

**Figure 2** depicts the identification performance. We began by determining the correlation between reconstructed and actual frequencies for each subject for both the Rainbow (**Figure 2A**) and Wish (**Figure 2B**) sequences. For all subjects, reconstructed sequences were well correlated with the actual song-like sequences. Histograms containingthe correlation values between the reconstructed Rainbow (**Figure 2C)** and Wish **(Figure 2D)** sequences and 1000 simulated sequences were generated with a first-order Markov chain algorithm (new sequences were generated for each subject).The correlation value of the actual sequence is represented by a black line in each histogram, indicating the threshold for which the actual sequence is correctly identified. Identification performance of both reconstructed sequences was at near perfect levels for all three subjects, demonstrating how the identity of a song-like sequence can be readily be decoded by the similar pattern of frequencies in the reconstructed sequence.

The precision of our pRF decoding method was determined by how accurately each song-like sequence had been reconstructed in terms of musical intervals or cents. **Figure 3** displays the notes of the actual and reconstructed sequences of each subject according to modern musical notation. Purely for illustration purposes, the reconstructed frequencies in **Figure 3** were rounded to the nearest semitone (12 semitones per octave), or “note”. We also lowered all notes (actual and reconstructed) one octave for better representation on the treble clef.

We report two measures of reconstruction accuracy based on the residual errors between the reconstructed frequency and the actual frequency. The first is the mean of the residual errors (**Table 1**). A mean that is different from zero reflects an overall bias in our reconstruction accuracy. Of the six means, only one reached statistical significance with a two-tailed t-test (Subject 2, Wish*,* t(24) = -215.54 cents, p = .0173). Thus, there does not appear to be a systematic over or underestimation of the reconstructed frequencies (at least as far as the power of our experimental design can provide). The second measure of reconstruction accuracy is the standard deviation of the residual errors, also reported in **Table 1**. Standard deviations ranged between 434 and 512 cents across subjects and songs (around a third of an octave).

# Discussion

Auditory decoding models have previously been used to classify speech content and speaker identity ([Formisano et al., 2008](#_ENREF_9)) as well as the emotional content of speech ([Ethofer et al., 2009](#_ENREF_8)). However, these studies employed linear classifier algorithms trained to discriminate between stimulus categories according to the patterns of activity across fMRI voxels. While these decoding methods can readily identify or classify acoustic stimuli from brain activity, they are limited to candidate stimulus sets and cannot be generalized to substantially novel stimuli ([Naselaris et al., 2011](#_ENREF_23)). Moreover, these decoding models do not provide insight into the feature space over which these complex stimuli are functionally organized within auditory cortex. Here are two critical differences between our approach and these previous approaches. First, previous studies of decoding in auditory cortex used linear classifiers that select the components in the response state with the greatest predictive value. Critically, in our identification task *all* voxels within PAC whose responses could be fit by the pRF model were included. Thus, identification performance did not assess whether “any” voxels in PAC could successfully identify the tone sequence that was presented, but rather assessed whether the responses of voxels within PAC as a whole could successfully identify the tone sequence.

Here, we demonstrate how a pRF model of tonotopic organization in the human primary auditory cortex can not only identify what song-like sequence a person had been listening to, but can also estimate the sequence of tones played over time. Our analysis is best described as a combination *encoding/decoding* model ([Naselaris et al., 2011](#_ENREF_23)). We began with our *encoding* pRF model to describe the frequency selectivity of individual voxels in each subject’s primary auditory cortex ([Thomas et al., 2015](#_ENREF_35)). Then we applied a parametric *decoding* method to our pRF models to identify and reconstruct tone sequences, similar to methods previously used in the visual domain to identify ([Kay et al., 2008](#_ENREF_14)) and reconstruct novel visual images ([Thirion et al., 2006](#_ENREF_33); [Miyawaki et al., 2008](#_ENREF_19); [Naselaris et al., 2009](#_ENREF_24); [Nishimoto et al., 2011](#_ENREF_25)). While the identification performance of our technique was very near perfect (98.5 -100 % correct identification), it was our ability to *reconstruct* novel auditory stimuli that allowed us to examine the validity of our tonotopic encoding model. We were able to reconstruct the perceived song-like stimuli of all three subjects within a half of an octave or less, with little evidence of systematic biases in frequency estimation.

It is well known that neurons in auditory cortex respond selectively to stimulus dimensions other than frequency, including spectral and temporal modulation rate ([Schönwiesner & Zatorre, 2009](#_ENREF_28" \o "Schönwiesner, 2009 #125); [Santoro et al., 2014](#_ENREF_27)), loudness XXX and predictability XXX. The inclusion of additional dimensions in our analysis would undoubtedly improve our decoding accuracy. However, our goal was to determine the extent to which stimuli could be reconstructed our predictions of fMRI responses to frequency alone. Our results demonstrate that our population-based model of voxel-wise frequency tuning is quite accurate, considering that the model assumes a simple unimodal Gaussian-shaped tuning curve based on responses to a random stimulus sequence.

*Limitations of the current study and future directions*

As far as future directions are concerned, our results were obtained using relatively standard acquisition protocols on a 3 Telsa scanner, which limited both temporal and spatial resolution. As a consequence, we used slow tone sequences where the tones remained constant for 2s at a time. Much higher temporal resolution would be needed for reconstructing natural sound stimuli. Increased fMRI spatial resolution (especially given the relatively small size of the PAC ) and reductions in measurement noise would likely further improve reconstruction accuracy ([Kay & Gallant, 2009](#_ENREF_13" \o "Kay, 2009 #119)).

Second, we only considered voxel tuning along the single dimension of frequency. Other auditory fMRI studies have developed more complex encoding models that include (for example) spatiotemporal non-linearities. Expectation and/or habituation effects are also likely to play an important role. Thus, it is likely that much more sophisticated models (similar to those being developed in the visual domain XXX) will be necessary to describe cortical responses to the spectro-temporal modulations common to natural sound stimuli ([Schönwiesner & Zatorre, 2009](#_ENREF_28" \o "Schönwiesner, 2009 #125); [Moerel et al., 2012](#_ENREF_20); [2013](#_ENREF_22); [Santoro et al., 2014](#_ENREF_27)). A natural extension to our research would be to expand our stimuli and pRF encoding algorithms to allow us to model more complex and behaviorally relevant stimuli and examine the response properties in non-primary auditory areas ([Moerel et al., 2014](#_ENREF_21); [Saenz & Langers, 2014](#_ENREF_26" \o "Saenz, 2014 #84)).

As far as future directions are concerned, one obviously promising direction will be to use these methods to link cortical responses to perceptual experience for ambiguous auditory stimuli, and/or to examine the effects of attention ([Da Costa et al., 2013](#_ENREF_4)).
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# Legends

**Figure 1. pRF estimation. A.** The first 60s of a *random sequence* stimulus used during pRF estimation. Each block lasted 2s and consisted 8 pure tone bursts of a single frequency. Bursts lasted either 50 ms or 200 ms in duration (inter-stimulus interval = 50 ms) and were presented in a pseudo-randomized order. **B.** Tonotopic and bandwidth maps for the left hemisphere of example Subject 1. As indicated by the black arrows, pRF frequency center (Hz) values formed two mirror-symmetric tonotopic gradients corresponding to the primary auditory fields A1 and R, outlined here by solid black lines. No clear organization was observed for pRF bandwidth (octaves) values

**Figure 2. Identification performance**.  **A&B,** Scatter plots showing the correlation between reconstructed and actual frequencies for each subject for both the Rainbow (**A**) and Wish (**B**) sequences. **C&D,** Using a method based on a first order Markov chain algorithm, we simulated 1000 song-like sequences reflecting the frequency content and note-to-note probabilities of the Rainbow(**C**) and Wish (**D**) sequences. Histograms of the correlation values (Pearson’s *r*) between each of the simulated sequences and either reconstructed sequence. The line in black designates the correlation value between the actual song-like sequences and the reconstructed sequences, indicating the degree to which the correct sequence had been successfully identified. The number of correct identifications (out of 1000) is reported for each reconstructed sequence. Colors correspond to individual subjects.

**Figure 3**. **Sequence** **Reconstruction**. For easier visualization on a treble clef, all frequencies (Hz) were rounded the nearest semitone and lowered one octave. Actual notes from each song-like sequence are in black, while the color of notes in the reconstructed sequences corresponds to individual subjects.

**Table 1. Residual Errors.** Means and standard deviations of residual errors in cents between the reconstructed and actual frequencies.