**EXPERIMENT 1 – TOY PROBLEM (WATER JUG)**

**ALGORITHM and CODE**

/\*(X,Y | X<4)

# (4,Y)

# {Fill 4-gallon jug}

# (X,Y |Y<3)

# (X,3)

# {Fill 3-gallon jug}

# (X,Y |X>0)

# (0,Y)

# {Empty 4-gallon jug}

# (X,Y | Y>0)

# (X,0)

# {Empty 3-gallon jug}

# (X,Y | X+Y>=4 ^ Y>0)

# (4,Y-(4-X))

# {Pour water from 3-gallon jug into 4-gallon jug until 4-gallon jug is full}

# (X,Y | X+Y>=3

# ^X>0)

# (X-(3-Y),3)

# {Pour water from 4-gallon jug into 3-gallon jug until 3-gallon jug is full}

# (X,Y | X+Y<=4

# ^Y>0)

# (X+Y,0)

# {Pour all water from 3-gallon jug into 4-gallon jug}

# (X,Y | X+Y <=3^ X>0)

# (0,X+Y)

# {Pour all water from 4-gallon jug into 3-gallon jug}

# (0,2)

# (2,0)

# {Pour 2 gallon water from 3 gallon jug into 4 gallon jug}

x=int(input("Enter X : "))

y=int(input("Enter Y : "))

while True:

rn=int(input("Enter The Rule No. : "))

if rn==2:

if y<3:

x=0

y=3

if rn==3:

if x>0:

x=0

y=3

if rn==5:

if x+y>4:

x=4

y=y-(4-x)

if rn==7:

if x+y<4:

x=x+y

y=0

if rn==9:

x=2

y=0

print("X =",x)

print("Y =",y)

if x==2:

print("The result is a goal state.")

break

**EXPERIMENT 2 – REAL WORLD AGENT (VACCUM)**

import random

def display(room):

print(room)

room = [

[1, 1, 1, 1],

[1, 1, 1, 1],

[1, 1, 1, 1],

[1, 1, 1, 1],

]

print("All the rooom are dirty")

display(room)

x =0

y= 0

while x < 4:

while y < 4:

room[x][y] = random.choice([0,1])

y+=1

x+=1

y=0

print("Before cleaning the room I detect all of these random dirts")

display(room)

x =0

y= 0

z=0

while x < 4:

while y < 4:

if room[x][y] == 1:

print("Vaccum in this location now,",x, y)

room[x][y] = 0

print("cleaned", x, y)

z+=1

y+=1

x+=1

y=0

pro= (100-((z/16)\*100))

print("Room is clean now!")

display(room)

print('Performance =',pro,'%')

**EXPERIMENT 3 – CONSTRAINT SATISFACTORY (N-QUEEN)**

# while there are untried configurations

# {

# generate the next configuration

# if queens don't attack in this configuration then

# {

# print this configuration;

# }

# }

class queen():

N = 4

vd = [0] \* 30

rs = [0] \* 30

ad = [0] \* 30

def nqueen(self):

board = [[0, 0, 0, 0],

[0, 0, 0, 0],

[0, 0, 0, 0],

[0, 0, 0, 0], ]

if (self.solve(board, 0) == False):

print('There is no solution of the problem !!!')

return False

self.printSol(board)

return True

def solve(self, board, col):

if (col >= self.N):

return True

for i in range(self.N):

if ((self.vd[i - col + self.N - 1] != 1 and self.rs[i + col] != 1) and self.ad[i] != 1):

board[i][col] = 1

self.vd[i - col + self.N -

1] = self.rs[i + col] = self.ad[i] = 1

if (self.solve(board, col + 1)):

return True

board[i][col] = 0

self.vd[i - col + self.N -

1] = self.rs[i + col] = self.ad[i] = 0

return False

def printSol(self, board):

print("The solution to the board is : ")

for i in range(self.N):

for j in range(self.N):

print(board[i][j], end=' ')

print()

if \_\_name\_\_ == "\_\_main\_\_":

queen().nqueen()

**EXPERIMENT 4 - BFS AND DFS**

# Create a node list (Queue) that initially contains the first node N and mark it as visited.

# Visit the adjacent unvisited vertex of N and insert it in a queue.

# If there are no remaining adjacent vertices left, remove the first vertex from the queue mark it as visited, display it.

# Repeat step 1 and step 2 until the queue is empty or the desired node is found.

graph = {

'S': ['A', 'B'],

'A': ['C', 'D'],

'B': ['G', 'H'],

'C': ['E', 'F'], 'D': [],

'G': ['I'],

'H': [],

'E': ['K'],

'F': [],

'I': [],

'K': []

}

visited = []

queue = []

def bfs(visited,graph,node):

visited.append(node)

queue.append(node)

while queue:

P=queue.pop(0)

print(P,end=" ")

for neighbour in graph[P]:

if neighbour not in visited:

visited.append(neighbour)

queue.append(neighbour)

avisit = set()

def dfs(avisit,graph,node):

if node not in avisit:

print(node,end=" ")

avisit.add(node)

for neighbour in graph[node]:

dfs(avisit,graph,neighbour)

print("Breadth first search")

bfs(visited,graph,'S')

print("\nDepth first search")

dfs(avisit,graph,'S')

**EXPERIMENT 5 – BEST FIRST AND A\* SEARCH ALGORITHM**

**BEST FIRST SEARCH:**

# Place the starting node into the OPEN list.

# If the OPEN list is empty, Stop and return failure.

# Remove the node n, from the OPEN list which has the lowest value of h(n), and places it in the CLOSED list.

# n is goal, then return else

# Expand the node n, and generate and check the successors of node n. and find whether any node is a goal node or not. If any successor node is goal node, then return success and terminate the search, else proceed to Step 5.

# For each successor node, algorithm checks for evaluation function f(n), and then check if the node has been in either OPEN or CLOSED list. If the node has not been in both lists, then add it to the OPEN list.

# Return to Step 2.

class Graph:

def \_\_init\_\_(self, graph\_dict=None, directed=True):

self.graph\_dict = graph\_dict or {}

self.directed = directed

if not directed:

self.make\_undirected()

def make\_undirected(self):

for a in list(self.graph\_dict.keys()):

for (b, dist) in self.graph\_dict[a].items():

self.graph\_dict.setdefault(b, {})[a] = dist

def connect(self, A, B, distance=1):

self.graph\_dict.setdefault(A, {})[B] = distance

if not self.directed:

self.graph\_dict.setdefault(B, {})[A] = distance

def get(self, a, b=None):

links = self.graph\_dict.setdefault(a, {})

if b is None:

return links

else:

return links.get(b)

def nodes(self):

s1 = set([k for k in self.graph\_dict.keys()])

s2 = set([k2 for v in self.graph\_dict.values()

for k2, v2 in v.items()])

nodes = s1.union(s2)

return list(nodes)

class Node:

def \_\_init\_\_(self, name: str, parent: str):

self.name = name

self.parent = parent

self.g = 0

self.h = 0

self.f = 0

def \_\_eq\_\_(self, other):

return self.name == other.name

def \_\_lt\_\_(self, other):

return self.f < other.f

def \_\_repr\_\_(self):

return ('({0},{1})'.format(self.position, self.f))

def best\_first\_search(graph, heuristics, start, end):

open = []

closed = []

start\_node = Node(start, None)

goal\_node = Node(end, None)

open.append(start\_node)

while len(open) > 0:

open.sort()

current\_node = open.pop(0)

closed.append(current\_node)

if current\_node == goal\_node:

path = []

while current\_node != start\_node:

path.append(current\_node.name + ': ' + str(current\_node.g))

current\_node = current\_node.parent

path.append(start\_node.name + ': ' + str(start\_node.g))

return path[::-1]

neighbors = graph.get(current\_node.name)

for key, value in neighbors.items():

neighbor = Node(key, current\_node)

if(neighbor in closed):

continue

neighbor.g = current\_node.g + \

graph.get(current\_node.name, neighbor.name)

neighbor.h = heuristics.get(neighbor.name)

neighbor.f = neighbor.h

if(add\_to\_open(open, neighbor) == True):

open.append(neighbor)

return None

def add\_to\_open(open, neighbor):

for node in open:

if (neighbor == node and neighbor.f >= node.f):

return False

return True

def main():

graph = Graph()

graph.connect('Frankfurt', 'Wurzburg', 111)

graph.connect('Frankfurt', 'Mannheim', 85)

graph.connect('Wurzburg', 'Nurnberg', 104)

graph.connect('Wurzburg', 'Stuttgart', 140)

graph.connect('Wurzburg', 'Ulm', 183)

graph.connect('Mannheim', 'Nurnberg', 230)

graph.connect('Mannheim', 'Karlsruhe', 67)

graph.connect('Karlsruhe', 'Basel', 191)

graph.connect('Karlsruhe', 'Stuttgart', 64)

graph.connect('Nurnberg', 'Ulm', 171)

graph.connect('Nurnberg', 'Munchen', 170)

graph.connect('Nurnberg', 'Passau', 220)

graph.connect('Stuttgart', 'Ulm', 107)

graph.connect('Basel', 'Bern', 91)

graph.connect('Basel', 'Zurich', 85)

graph.connect('Bern', 'Zurich', 120)

graph.connect('Zurich', 'Memmingen', 184)

graph.connect('Memmingen', 'Ulm', 55)

graph.connect('Memmingen', 'Munchen', 115)

graph.connect('Munchen', 'Ulm', 123)

graph.connect('Munchen', 'Passau', 189)

graph.connect('Munchen', 'Rosenheim', 59)

graph.connect('Rosenheim', 'Salzburg', 81)

graph.connect('Passau', 'Linz', 102)

graph.connect('Salzburg', 'Linz', 126)

graph.make\_undirected()

heuristics = {}

heuristics['Basel'] = 204

heuristics['Bern'] = 247

heuristics['Frankfurt'] = 215

heuristics['Karlsruhe'] = 137

heuristics['Linz'] = 318

heuristics['Mannheim'] = 164

heuristics['Munchen'] = 120

heuristics['Memmingen'] = 47

heuristics['Nurnberg'] = 132

heuristics['Passau'] = 257

heuristics['Rosenheim'] = 168

heuristics['Stuttgart'] = 75

heuristics['Salzburg'] = 236

heuristics['Wurzburg'] = 153

heuristics['Zurich'] = 157

heuristics['Ulm'] = 0

path = best\_first\_search(graph, heuristics, 'Frankfurt', 'Ulm')

print(path)

print()

if \_\_name\_\_ == "\_\_main\_\_":

main()

**‘OR’**

from queue import PriorityQueue

v = 5

graph = [[] for i in range(v)]

def best\_first\_search(source, target, n):

visited = [0] \* n

visited[0] = True

pq = PriorityQueue()

pq.put((0, source))

while pq.empty() == False:

u = pq.get()[1]

print(u, end=" ")

if u == target:

break

for v, c in graph[u]:

if visited[v] == False:

visited[v] = True

pq.put((c, v))

print()

def addedge(x, y, cost):

graph[x].append((y, cost))

graph[y].append((x, cost))

addedge(0, 1, 5)

addedge(0, 2, 1)

addedge(2, 3, 2)

addedge(1, 4, 1)

addedge(3, 4, 2)

source = 0

target = 4

best\_first\_search(source, target, v)

**A\* SEARCH ALGORITHM:**

# Place the starting node in the OPEN list.

# Check if the OPEN list is empty or not, if the list is empty then return failure and stops.

# Expand node n and generate all of its successors, and put n into the closed list. For each successor n', check whether n' is already in the OPEN or CLOSED list, if not then compute evaluation function for n' and place into Open list.

# Else if node n' is already in OPEN and CLOSED, then it should be attached to the back pointer which reflects the lowest g(n') value.

# Return to Step 2.

from collections import deque

class Graph:

def \_\_init\_\_(self, adjacency\_list):

self.adjacency\_list = adjacency\_list

def get\_neighbors(self, v):

return self.adjacency\_list[v]

def h(self, n):

H = {

'A': 1,

'B': 1,

'C': 1,

'D': 1

}

return H[n]

def a\_star\_algorithm(self, start\_node, stop\_node):

open\_list = set([start\_node])

closed\_list = set([])

g = {}

g[start\_node] = 0

parents = {}

parents[start\_node] = start\_node

while len(open\_list) > 0:

n = None

for v in open\_list:

if n == None or g[v] + self.h(v) < g[n] + self.h(n):

n = v;

if n == None:

print('Path does not exist!')

return None

if n == stop\_node:

reconst\_path = []

while parents[n] != n:

reconst\_path.append(n)

n = parents[n]

reconst\_path.append(start\_node)

reconst\_path.reverse()

print('Path found: {}'.format(reconst\_path))

return reconst\_path

for (m, weight) in self.get\_neighbors(n):

if m not in open\_list and m not in closed\_list:

open\_list.add(m)

parents[m] = n

g[m] = g[n] + weight

else:

if g[m] > g[n] + weight:

g[m] = g[n] + weight

parents[m] = n

if m in closed\_list:

closed\_list.remove(m)

open\_list.add(m)

open\_list.remove(n)

closed\_list.add(n)

print('Path does not exist!')

return None

adjacency\_list = {

'A': [('B', 1), ('C', 3), ('D', 7)],

'B': [('D', 5)],

'C': [('D', 12)]

}

graph1 = Graph(adjacency\_list)

graph1.a\_star\_algorithm('A', 'D')

**EXPERIMENT 6 – MINIMAX ALGORITHM**

# function minimax(node, depth, Player)

# 1. if depth ==0 or node is a terminal node then return value(node)

# 2. If Player =‘Max

# set α = -∞

# for each child of node do

# value= minimax(child, depth-1, ’MIN’)

# α= max(α, Value)

# else

# set α = +∞

# for each child of node do

# value= minimax(child, depth-1, ’MAX’)

# α = min(α, Value)

import math

def minimax (curDepth, nodeIndex,

maxTurn, scores,

targetDepth):

# base case : targetDepth reached

if (curDepth == targetDepth):

return scores[nodeIndex]

if (maxTurn):

return max(minimax(curDepth + 1, nodeIndex \* 2,

False, scores, targetDepth),

minimax(curDepth + 1, nodeIndex \* 2 + 1,

False, scores, targetDepth))

else:

return min(minimax(curDepth + 1, nodeIndex \* 2,

True, scores, targetDepth),

minimax(curDepth + 1, nodeIndex \* 2 + 1,

True, scores, targetDepth))

scores = [3, 5, 2, 9, 12, 5, 23, 23]

treeDepth = math.log(len(scores), 2)

print("The optimal value is : ", end = "")

print(minimax(0, 0, True, scores, treeDepth))

**EXPERIMENT 9 – UNCERATIN METHOD**

![](data:image/png;base64,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)**Algorithm –**

**Code –**

**Problem 1:**

Calculate the Probability of finding how many students got the 60 marks for given data set.

import numpy as np

import collections

npArray = np.array([60, 70, 70, 70, 80, 90, 60])

c = collections.Counter(npArray)

{"value": "nbOfOccurrences"}

arraySize = npArray.size

nbOfOccurrences = c[60]

prob = (nbOfOccurrences/arraySize)\*100

print(prob)

**OUTPUT - 28.57142857142857**

**Problem 2:**

If In class 80 students and 60 students got 60 % marks then Calculate the Probability of finding how many students got the 60 marks for given data set.

import sys

Marksprob = {}

for line in sys.stdin:

line = line.strip()

ClassA, Marks = line.split('\t', 1)

def event\_probability(event\_outcomes, sample\_space):

probability = (event\_outcomes / sample\_space) \* 100

return round(probability, 1)

ClassA = 30

Marks = 15

grade\_probability = event\_probability(Marks, ClassA)

print(str(grade\_probability) + '%')

**OUTPUT – 48%**

**EXPERIMENT 10 – BLOCK WORLD (NAHI AYEGA WAISE)**

class Strips(object):

def init (self, name, preconds, effects, cost=1):

self.name = name

self.preconds = preconds

self.effects = effects

self.cost = cost

def repr (self): return self.name

class STRIPS\_domain(object):

def init (self, feats\_vals, actions):

self.feats\_vals = feats\_vals

self.actions = actions

class Planning\_problem(object):

def init (self, prob\_domain, initial\_state, goal):

self.prob\_domain = prob\_domain

self.initial\_state = initial\_state

self.goal = goal

boolean = {True, False}

def move(x,y,z):

return 'move\_'+x+'\_from\_'+y+'\_to\_'+z

def on(x):

return x+'\_is\_on'

def clear(x):

return 'clear\_'+x

def create\_blocks\_world(blocks = {'a','b','c','d'}):

blocks\_and\_table = blocks | {'table'}

stmap = {Strips(move(x,y,z),{on(x):y, clear(x):True, clear(z):True},{on(x):z, clear(y):True, clear(z):False})}

for x in blocks:

for y in blocks\_and\_table:

for z in blocks:

if x!=y and y!=z and z!=x:

stmap.update({Strips(move(x,y,'table'), {on(x):y, clear(x):True},{on(x):'table', clear(y):True})})

for x in blocks:

for y in blocks:

for z in blocks:

if x!=y:

feats\_vals = {on(x):blocks\_and\_table-{x} for x in blocks}

feats\_vals.update({clear(x):boolean for x in blocks\_and\_table})

return STRIPS\_domain(feats\_vals, stmap)

blocks1dom = create\_blocks\_world({'a','b','c'})

blocks1 = Planning\_problem(blocks1dom,

{on('a'):'table', clear('a'):True, on('b'):'c', clear('b'):True, on('c'):'table', clear('c'):False}, {on('a'):'b', on('c'):'a'})

blocks2dom = create\_blocks\_world({'a','b','c','d'})

tower4 = {clear('a'):True, on('a'):'b',

clear('b'):False, on('b'):'c',

clear('c'):False, on('c'):'d',

clear('d'):False, on('d'):'table'}

blocks2 = Planning\_problem(blocks2dom, tower4, # initial state

{on('d'):'c',on('c'):'b',on('b'):'a'})

{on('d'):'a', on('a'):'b', on('b'):'c'}

**EXPERIMENT 11 – MACHINE LEARNING ALGORITHM (JUPYTER)**

**1. LINEAR REGRESSION:**

X = [0, 6, 11, 14, 22]

Y = [1, 7, 12, 15, 21]

def best\_fit(X, Y):

    xbar = sum(X)/len(X)

    ybar = sum(Y)/len(Y)

    n = len(X)

    numer = sum([xi\*yi for xi,yi in zip(X, Y)]) - n \* xbar \* ybar

    denum = sum([xi\*\*2 for xi in X]) - n \* xbar\*\*2

    b = numer / denum

    a = ybar - b \* xbar

    print('Best Fit Line : \ny = {:.2f} + {:.2f}x'.format(a, b))

    return a,b

a, b = best\_fit(X, Y)

import matplotlib.pyplot as plt

plt.scatter(X, Y)

yfit = [a + b \* xi for xi in X]

plt.plot(X, yfit)

plt.show()

**2. KNN:**

  from scipy.spatial import distance

  class KNN():

      def fit(self, X\_train, Y\_train):

          self.X\_train = X\_train

          self.Y\_train = Y\_train

      def predict(self, X\_test):

          predictions = []

          for row in X\_test:

              label = self.closest(row)

              predictions.append(label)

          return predictions

      def closest(self, row):

          best\_dist = distance.euclidean(row, self.X\_train[0])

          best\_index = 0

          for i in range(1, len(self.X\_train)):

              dist = distance.euclidean(row, self.X\_train[i])

              if dist < best\_dist:

                  best\_dist = dist

                  best\_index = i

          return self.Y\_train[best\_index]

  from sklearn import datasets

  iris = datasets.load\_iris()

  X = iris.data

  Y = iris.target

  from sklearn.model\_selection import train\_test\_split

  X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X, Y, test\_size = .75)

  from sklearn.neighbors import KNeighborsClassifier

  classifier = KNN()

  classifier.fit(X\_train, Y\_train)

  predictions = classifier.predict(X\_test)

  from sklearn.metrics import accuracy\_score

  print (accuracy\_score(Y\_test, predictions))

**EXPERIMENT 12 - ENSEMBLE MODEL (SHAYAD NAHI AYEGA)**

from sklearn.neighbors import KNeighborsClassifier

model.fit(X, y)

predicted = model.predict(x\_test)

from sklearn.neighbors import KNeighborsClassifierdf

pd.read\_csv('iris\_df.csv')

df.columns = ['X1', 'X2', 'X3', 'X4', 'Y']

df = df.drop(['X4', 'X3'], 1)

df.head()

sns.set\_context('notebook', font\_scale=1.1)

sns.set\_style('ticks')

sns.lmplot('X1','X2', scatter=True, fit\_reg=False, data=df, hue='Y')

plt.ylabel('X2')

plt.xlabel('X1')

from sklearn.cross\_validation import train\_test\_split

neighbors = KNeighborsClassifier(n\_neighbors=5)

X = df.values[:, 0:2]

Y = df.values[:, 2]

trainX, testX, trainY, testY = train\_test\_split( X, Y, test\_size = 0.3)

neighbors.fit(trainX, trainY)

print('Accuracy: \n', neighbors.score(testX, testY))

pred = neighbors.predict(testX)

**TOWER OF HANOI:**

# START

# Procedure Hanoi(disk, source, dest, aux)

# IF disk == 1, THEN

# move disk from source to dest

# ELSE

# Hanoi(disk - 1, source, aux, dest) // Step 1

# move disk from source to dest // Step 2

# Hanoi(disk - 1, aux, dest, source) // Step 3

# END IF

# END Procedure

# STOP

def tower\_of\_hanoi(disks, source, auxiliary, target):

if(disks == 1):

print('MOVE DISK 1 FROM ROD {} TO ROD {}.'.format(source, target))

return

tower\_of\_hanoi(disks - 1, source, target, auxiliary)

print('MOVE DISK {} FROM ROD {} TO ROD {}.'.format(disks, source, target))

tower\_of\_hanoi(disks - 1, auxiliary, source, target)

disks = int(input('ENTER THE NUMBER OF DISKS = '))

tower\_of\_hanoi(disks, 'A', 'B', 'C')

**TIC TAC TOE:**

theBoard = {'7': ' ' , '8': ' ' , '9': ' ' ,

'4': ' ' , '5': ' ' , '6': ' ' ,

'1': ' ' , '2': ' ' , '3': ' ' }

board\_keys = []

for key in theBoard:

board\_keys.append(key)

def printBoard(board):

print(board['7'] + '|' + board['8'] + '|' + board['9'])

print('-+-+-')

print(board['4'] + '|' + board['5'] + '|' + board['6'])

print('-+-+-')

print(board['1'] + '|' + board['2'] + '|' + board['3'])

def game():

turn = 'X'

count = 0

for i in range(10):

printBoard(theBoard)

print("It's your turn," + turn + ".Move to which place?")

move = input()

if theBoard[move] == ' ':

theBoard[move] = turn

count += 1

else:

print("That place is already filled.\nMove to which place?")

continue

if count >= 5:

if theBoard['7'] == theBoard['8'] == theBoard['9'] != ' ': # across the top

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

elif theBoard['4'] == theBoard['5'] == theBoard['6'] != ' ': # across the middle

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

elif theBoard['1'] == theBoard['2'] == theBoard['3'] != ' ': # across the bottom

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

elif theBoard['1'] == theBoard['4'] == theBoard['7'] != ' ': # down the left side

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

elif theBoard['2'] == theBoard['5'] == theBoard['8'] != ' ': # down the middle

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

elif theBoard['3'] == theBoard['6'] == theBoard['9'] != ' ': # down the right side

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

elif theBoard['7'] == theBoard['5'] == theBoard['3'] != ' ': # diagonal

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

elif theBoard['1'] == theBoard['5'] == theBoard['9'] != ' ': # diagonal

printBoard(theBoard)

print("\nGame Over.\n")

print(" \*\*\*\* " +turn + " won. \*\*\*\*")

break

if count == 9:

print("\nGame Over.\n")

print("It's a Tie!!")

if turn =='X':

turn = 'O'

else:

turn = 'X'

restart = input("Do want to play Again?(y/n)")

if restart == "y" or restart == "Y":

for key in board\_keys:

theBoard[key] = " "

game()

if \_\_name\_\_ == "\_\_main\_\_":

game()

**N-PUZZLE:**

def print\_in\_format(matrix):

for i in range(9):

if i % 3 == 0 and i > 0:

print("")

print(str(matrix[i])+" ", end="")

def count(s):

c = 0

ideal = [1, 2, 3,

4, 5, 6,

7, 8, 0]

for i in range(9):

if s[i] != 0 and s[i] != ideal[i]:

c += 1

return c

def move(ar, p, st):

rh = 999999

store\_st = st.copy()

for i in range(len(ar)):

dupl\_st = st.copy()

temp = dupl\_st[p]

dupl\_st[p] = dupl\_st[arr[i]]

dupl\_st[arr[i]] = temp

tmp\_rh = count(dupl\_st)

if tmp\_rh < rh:

rh = tmp\_rh

store\_st = dupl\_st.copy()

return store\_st, rh

state = [1, 2, 3,

0, 5, 6,

4, 7, 8]

h = count(state)

Level = 1

print("\n------ Level "+str(Level)+" ------")

print\_in\_format(state)

print("\nHeuristic Value(Misplaced) : "+str(h))

while h > 0:

pos = int(state.index(0))

Level += 1

if pos == 0:

arr = [1, 3]

state, h = move(arr, pos, state)

elif pos == 1:

arr = [0, 2, 4]

state, h = move(arr, pos, state)

elif pos == 2:

arr = [1, 5]

state, h = move(arr, pos, state)

elif pos == 3:

arr = [0, 4, 6]

state, h = move(arr, pos, state)

elif pos == 4:

arr = [1, 3, 5, 7]

state, h = move(arr, pos, state)

elif pos == 5:

arr = [2, 4, 8]

state, h = move(arr, pos, state)

elif pos == 6:

arr = [3, 7]

state, h = move(arr, pos, state)

elif pos == 7:

arr = [4, 6, 8]

state, h = move(arr, pos, state)

elif pos == 8:

arr = [5, 6]

state, h = move(arr, pos, state)

print("\n------ Level "+str(Level)+" ------")

print\_in\_format(state)

print("\nHeuristic Value(Misplaced) : "+str(h))

**RIVER CROSSING PUZZLE:**

def print\_in\_format(matrix):

for i in range(9):

if i % 3 == 0 and i > 0:

print("")

print(str(matrix[i])+" ", end="")

def count(s):

c = 0

ideal = [1, 2, 3,

4, 5, 6,

7, 8, 0]

for i in range(9):

if s[i] != 0 and s[i] != ideal[i]:

c += 1

return c

def move(ar, p, st):

rh = 999999

store\_st = st.copy()

for i in range(len(ar)):

dupl\_st = st.copy()

temp = dupl\_st[p]

dupl\_st[p] = dupl\_st[arr[i]]

dupl\_st[arr[i]] = temp

tmp\_rh = count(dupl\_st)

if tmp\_rh < rh:

rh = tmp\_rh

store\_st = dupl\_st.copy()

return store\_st, rh

state = [1, 2, 3,

0, 5, 6,

4, 7, 8]

h = count(state)

Level = 1

print("\n------ Level "+str(Level)+" ------")

print\_in\_format(state)

print("\nHeuristic Value(Misplaced) : "+str(h))

while h > 0:

pos = int(state.index(0))

Level += 1

if pos == 0:

arr = [1, 3]

state, h = move(arr, pos, state)

elif pos == 1:

arr = [0, 2, 4]

state, h = move(arr, pos, state)

elif pos == 2:

arr = [1, 5]

state, h = move(arr, pos, state)

elif pos == 3:

arr = [0, 4, 6]

state, h = move(arr, pos, state)

elif pos == 4:

arr = [1, 3, 5, 7]

state, h = move(arr, pos, state)

elif pos == 5:

arr = [2, 4, 8]

state, h = move(arr, pos, state)

elif pos == 6:

arr = [3, 7]

state, h = move(arr, pos, state)

elif pos == 7:

arr = [4, 6, 8]

state, h = move(arr, pos, state)

elif pos == 8:

arr = [5, 6]

state, h = move(arr, pos, state)

print("\n------ Level "+str(Level)+" ------")

print\_in\_format(state)

print("\nHeuristic Value(Misplaced) : "+str(h))

import os

import time

names = {"F": "Farmer",

"W": "Wolf",

"G": "Goat",

"C": "Cabbage"}

forbidden\_states = [{"W", "G"}, {"G", "C"}, {"G", "C", "W"}]

def clear():

print("\*" \* 60, "\n")

def print\_state(state):

left\_bank, right\_bank = state

print("#### CURRENT STATE OF PUZZLE ####")

print()

left\_bank\_display = [names[item] for item in left\_bank]

right\_bank\_display = [names[item] for item in right\_bank]

print(left\_bank\_display, "|", right\_bank\_display if right\_bank else "[]")

print()

def get\_move():

print("Which item do you wish to take across the river?")

answer = ""

while answer.upper() not in ["F", "W", "G", "C"]:

answer = input("Just Farmer (f), Wolf (w), Goat (g) or Cabbage (c)? ")

return answer.upper()

def process\_move(move, state):

temp\_state = [state[0].copy(), state[1].copy()]

containing\_set = 0 if move in state[0] else 1

if "F" not in state[containing\_set]:

print("Illegal move.")

print()

time.sleep(1)

return state

if containing\_set == 0:

temp\_state[0].difference\_update({move, "F"})

temp\_state[1].update([move, "F"])

elif containing\_set == 1:

temp\_state[1].difference\_update({move, "F"})

temp\_state[0].update([move, "F"])

if temp\_state[0] not in forbidden\_states and temp\_state[1] not in forbidden\_states:

state = [temp\_state[0].copy(), temp\_state[1].copy()]

else:

print("Illegal move.")

print()

time.sleep(1)

print()

return state

def is\_win(state):

return state[1] == {"F", "W", "G", "C"}

def main():

left\_bank = {"F", "W", "G", "C"}

right\_bank = set()

state = [left\_bank, right\_bank]

while not is\_win(state):

clear()

print\_state(state)

move = get\_move()

state = process\_move(move, state)

print("Well done - you solved the puzzle!")

main()