Ansible

A tool that helps you automate IT tasks.

* Execute tasks from your own machine remotely.
* configuration / installation / deployment steps in a single YAML file
* Re-use same file multiple times and for different environments.
* More reliable and less error prone.

**Ansible is agentless**Ansible does not need anything installed in the target machines.

Ansible works with modules. Modules are small programs that do the actual work. They get send to the control machine to the target server... do their job and then are removed.  
  
Examples of modules are:

* Start Docker Container
* Create or copy a file
* Install Nginx Server

The list of modules can be seen in the Ansible official documentation.  
  
Ansible uses simple YAML language, it is upper intuitive.

**Ansible Playbooks**  
  
Multiple modules in a certain sequence grouped together.  
  
Sequential modules are grouped in tasks. Where each task makes sure the module gets executed with certan arguments and also describes a task using a name.  
  
Example:

- hosts: databases 🡺 where should these tasks be executed  
 remote\_user: root 🡺 which user will be used  
 vars:  
 tablename: foo

tableowner: someuser

tasks:  
 - name: Rename table foo to bar  
 postgresql\_table:  
 table: {{ tablename }}

rename: bar  
  
- name: Set owner to someuser  
 postresql\_table:  
 name: {{ tablename }}

owner: {{ tableowner }}

**Play:**  
  
Define which tasks, in which hosts, by which users.  
The function of a play is to map a set of instructions defined against a particular host.  
  
**Playbook (The yml file):**  
  
Orchestrates the module execution. A playbook is a file.  
In a file there can be many Plays defined.  
  
The attribute “name” is used to uniquely identify its purpose.   
  
A YAML file starts with --- (3 hyphens)  
  
**Hosts (-hosts)**  
  
In Ansible there is a hosts file that keeps a list of inventories (all the machines involved in Ansible tasks execution).  
So this attribute is mapped to the values inside this hosts file.  
  
The hosts file looks like:

10.24.0.100  
  
[webservers]  
10.24.0.1  
10.24.0.2  
  
[databases]  
10.24.0.7  
10.24.0.8

With Ansible we can create an alternative of Docker file … and do it in a more generic way that allows us to reproduce those steps on many environments.  
  
You can manage not only the Docker Container but the Host / Storage / Network where the Docker container is running.  
  
**UI dashboard from Red Hat**  
  
Centrally store all the automation tasks across teams .. grant permissions for those teams … manage inventory (which things have run and their status).  
  
**Advantages of Ansible over Pupped and Chef**  
1. Ansible users simple YAML, whereas the others user Ruby (you need to learn a new language).  
  
2. Ansible is Agentless (no installation on target servers is needed), whereas the others require installation on target machines (and this means a maintenance cost for updating / upgrading etc … ).

Configuration Management

It maintains configuration of the product performance by keeping a record and updating detailed information which describes an enterprise’s hardware and software.

Such information typically includes the exact versions and updates that have been applied to installed software packages and the locations and network addresses of hardware devices.

Ansible Tower

You can centralize and control your IT infrastructure with a visual dashboard, role-based access control, job scheduling, integrated notifications and graphical inventory management. Easily embed Ansible Tower into existing tools and processes with REST API and CLI.

**Ansible Specific YAML Tags**

**name:**  
The name of the Ansible playbook

**hosts:**  
The lists of hosts or host group against which we want to run the task.

**vars:**  
To define the variables which you can use in your playbook.  
  
**tasks:**

All playbooks should contain tasks or a list of tasks to be executed.  
Each task internally links to a piece of code called a module. A module that should be executed, and arguments that are required for the module you want to execute.

A good practice is to give each task a name (for debugging purposes).

**block:**  
Ansible syntax to execute a given block. It is recommended that each block has a name (for debugging purposes).

**action:**   
The code next to action tag is the task to be executed.

**register:**  
The output of the action is registered using the register keyword and Output is the variable name which holds the action output.

**always:**  
it states that below will always be executed.

**msg:**  
Displays the message.

Example:

block:

- name: Install Tomcat artifacts

action: >

yum name = "demo-tomcat-1" state = present

register: Output 🡺 Registering this variable using as value the output of the action.

always:

- debug:

msg:

- "Install Tomcat artifacts task ended with message: {{Output}}"

- "Installed Tomcat artifacts - {{Output.changed}}" 🡺 Whether the output got changed

**Exception Handling in Playbooks**  
  
***rescue*** and ***always*** are the keywords specific to exception handling.  
  
***rescue*** gets executed if there is an error in the ***block*** section.  
***always*** is always executed.

Example:

tasks:

- name: Name of the task to be executed

block:

- debug: msg = 'Just a debug message , relevant for logging'

- command: <the command to execute>

rescue:

- debug: msg = 'There was an exception.. '

- command: <Rescue mechanism for the above exception occurred)

always:

- debug: msg = "this will execute in all scenarios. Always will get logged"

**Loops in Ansible**

* The loop keyword is equivalent to with\_list, and is the best choice for simple loops.
* The loop keyword will not accept a string as input

Ansible Roles

In Ansible, the role is the primary mechanism for breaking a playbook into multiple files (to allow modularity on complex playbooks).  
Each role can be reused on other playbooks.

Each role is a directory tree in itself. The role name is the directory name within the /roles directory.  
  
**Using Roles in Playbook**

---

- hosts: tomcat-node

roles:

- {role: install-tomcat}

- {role: start-tomcat}