**Introduction**

The development of new onset postoperative atrial fibrillation (POAF) after coronary artery bypass grafting (CABG) is a common complication with an incidence between 10%-40%1–3. The exact pathogenesis of POAF remains unknown, but has been shown to be associated with a higher risk of both early and late morbidity and death4. This translates to increases in resource utilization, longer ICU stays and an increase in overall hospital length of stay5–7. It is conservatively estimated that the extra cost of POAF after cardiac surgery is approximately 2 billion dollars annually8. Therefore, identifying and predicting patients who will go on to develop POAF would prevent morbidity and mortality but also result in significant hospital savings.

Prediction of POAF after CABG remains difficult. CHADS2 and CHA2DS2-VASc have been shown to be predictive of POAF after cardiac surgery, with modest sensitivity and specificity9,10. Several models have been developed to predict POAF after cardiac surgery and CABG, again with modest accuracy, sensitivity and specificity1,3,11,12. Machine learning algorithms are currently being investigated and tasked with analyzing and predicting outcomes in numerous areas of medicine13. We sought to investigate and assess the ability of common supervised machine learning algorithms in predicting the development of new-onset POAF in patients undergoing CABG at a single institution using the Society of Thoracic Surgeons database.

**Methods**

Study Sample

Data used for this analysis were obtained from the Society of Thoracic Surgeons (STS) database for all patients undergoing CABG at our institution. An IRB was submitted and approved by a multi-disciplinary board at our institution. The sample used for analysis included patients who underwent CABG at Rhode Island Hospital between January 2014 and December 2017. Patients were excluded if a prior history of atrial fibrillation and atrial flutter was noted.

*Candidate variables for Prediction Models*

All available variables that were recorded in the STS database data collection form were exported. This included demographic data, pre-operative data including, and intraoperative data. Other post-operative data were discarded, except for postoperative atrial fibrillation, which was the outcome of interest. A full list and description of variables included in the initial analysis is available in the **Supplemental Table.**

*Training/Test Division and Preprocessing*

The overall schema of training and testing is illustrated in **Figure 1**. Data was imported into Python. Packages utilized in python included: sklearn, missingpy, pandas, numpy, IPython, statistics and matplotlib. Variables that were missing >50% of their data were removed. Data that was missing >20% were either recoded into categorical data if able (with a distinct value for unknown), or was removed. Given class imbalance of the outcome, the data was then split into stratified training (75%) and test sets (25%). Data with <= 10% of missing data was imputed using a *k-*nearest neighbors imputation (k=10) algorithm with which has been shown be effective in moderate sized datasets14,15. Ultimately, 395 variables were identified and used for training. Continuous variables were standardized.

Feature Selection and Hyperparameter Tuning

*Feature Selection*

Recursive Feature Elimination (RFE) is a greedy backwards selection technique that starts by creating a given model on the whole set of predictors, generates an importance score for each predictor, removes the least important predictors, and the process repeats16. RFE works with logistic regression and linear discriminant analysis as long as the number of predictors does not exceed the number of samples17. Random forests tend to pair well with RFE as random forest has an internal method for measuring the important of features17,18. RFE was applied to logistic regression and random forests during each *k* fold to optimize each particular model.

*Hyperparameter Tuning*

All tuning parameters were run in the stratified k-fold analysis, tuned parameters are detailed below. Tuning parameters were searched via an exhaustive grid search unless noted otherwise, through the GridSearchCV function in python.

*k-Nearest Neighbors* (kNN)

Performance of kNN depends on the value of *k* as well as the distance function used (Euclidean distance being the most popular)19. For small to moderate sized data sets, there is no true guideline for choosing the optimum value of *k*19*.* Small values tend to have erratic decision boundaries while larger values are likely to classify a value as the most probable class. For binary classification problems choosing an odd number for *k* may prevent tied votes20. For our experiment, the range of *k* was 5-40, the weight function used for prediction was varied as either uniform (i.e. all points in each neighborhood are weighted equally) or distance (i.e. points were weighted based on the inverse of their distance), and the possible distance functions supplied were the Manhattan distance and the Euclidean distance.

*Logistic Regression*(LR)

Logistic Regression is a common linear classifier algorithm that employs regularization parameters. Python sets LR to L­2 by default. The strength of regularization is governed by the parameter *C*, with higher values of *C* corresponding to less regularization (in python *C* is the inverse of regularization strength which is typically lambda in the literature). The values of 0.001 0.01, 0.1, 1, 10 and 100 were chosen to test which value of *C* would optimize the training set.

*Kernelized Support Vector Machines* (SVM)

SVMs work by constructing an optimal hyperplane that separates the data. SVMs have multiple tunable parameters including: *C* which controls the tradeoff between error minimization and margin maximization, the type of kernel used (linear, polynomial, gaussian, gaussian radial basis function, sigmoid), and gamma which is the kernel coefficient for the sigmoid, gaussian radial basis function and polynomial kernels21,22. For our testing, the kernels provided included: linear, polynomial, gaussian, gaussian radial basis function, and sigmoid.

*Random Forests* (RFs)

RFs work by creating a defined group of decision trees are built to best predict the outcome in the training set. RFs have a number of tunable parameters including the number of trees in the forest, the depth of each tree, the minimum number of samples required to split a node, the minimum number of samples required to be at a leaf node, and the maximum number of features to consider when optimizing a split23. Data has shown that the number of trees should be set sufficiently high, with the highest amount of performance gain occurring at 100 trees24,25. For our analysis, \*\*\*

Oversampling

Due to the class imbalance of the dataset, we expected that the machine learning models may bias towards the majority class (in this case, not developing POAF), and so a oversampling technique called synthetic minority over-sampling technique (SMOTE) was applied to the dataset at each iterative fold. SMOTE uses a kNN algorithm to create new instances of the minority class that exist between true minority values26. This was done at each fold to prevent overfitting.

Model Selection and Evaluation

As illustrated in Figure 1, each algorithm ran through a stratified k-fold cross validation, with hyperparameter tuning and RFE (where applicable) occurring at each *k* fold in order to prevent overfitting. Since there was a class imbalance of the outcome, the model with the highest average area under the receiver operating characteristic curve (ROC) was exported and applied to the test set. The ROC, precision, recall, F1 statistic were calculated to assess the model’s performance. Precision is similar to positive predictive value and is the true positives over the sum of true positives and false positives. Recall is defined as the proportion of positive samples captured by the positive predictions. F1 score is the harmonic mean of precision and recall.

**Results**

*Patient Characteristics*

After excluding patients with a prior history of atrial fibrillation, a total of 1,202 patients were identified. Baseline characteristics of the patients are shown in **Table 1.** Our study population consisted of 22% women and 89% white patients. Over half of the cohort had a history of smoking, and nearly half had diabetes. The median age was 67. 36% of patients underwent CABG electively and ultimately 34% of the cohort developed POAF.

*Model Performances*

**Table 2** summarizes the performances of all the classifier algorithms and **Figure 2** summarizes the confusion matrix of each fitted model against the test set.

*kNN*

The best kNN classifier had a ROC of 0.58 on the training set and the optimized parameters were 36 neighbors, distance weight (points weighted on the inverse of their distance), and Euclidean distance. When applied to the test set, the ROC was 0.53. The precision, recall, and F1 scores for No POAF were 0.83, 0.10 and 0.17 respectively. The precision, recall, and F1 scores for POAF were 0.35, 0.96 and 0.52 respectively.

*LR*

The best ROC during training for LR was 0.63 with a C parameter of 0.001. When applied to the test set, the ROC was 0.63. The precision, recall, and F1 scores for No POAF were 0.76, 0.63 and 0.69 respectively. The precision, recall, and F1 scores for POAF were 0.46, 0.62 and 0.53 respectively.

*LR + RFE*

SVM

**Limitations**

This was a single institutional study, which may limit the generalizability of these results to the overall population. In addition, our study size was small to moderate and it may be that a larger dataset may boost the signal to noise ratio for these models.

**Discussion**

Our study is the first to our knowledge that attempted to study classifier machine learning algorithms in predicting new onset POAF in patients undergoing CABG. The overall incidence of POAF in our cohort was similar to previous reports1,2. Our models performed on par or slightly better than most existing models in the literature1,3,11,12,27,28. It is important to note that some of the models in the literature were not validated and included patients with a prior history of atrial fibrillation. The best model from our cohort was \*\*\*

Our poorest model was kNN with a test ROC of 0.53. This was not entirely unexpected as kNN tends to perform poorly on high dimensional data29. However, our results show a non-insignificant drop in ROC from training to test set for models including kNN and SVM. This typically indicates overfitting of the models during training, however all models were trained with a 5 fold stratified cross validation which attempted to mitigate overfitting as much as possible. Another possibility is that some of the features in the dataset did not correlate well with the outcome of interest. Even after an exhaustive iterative search with RFE, our models \*\*\*. This may be due to the fact that the variables collected in the STS registry do not correlate strongly with POAF. In fact, a recent analysis that compared existing models using the STS registry found that only the ROC area for the CHARGE-AF score (0.68) performed better than a logistic regression model of age model, while other models like CHADS2VASC, the POAF score, and the STS risk score did no better than the age model30.

Our study also highlights the importance of calculating precision, recall and conducting *k*-fold cross validation for in machine learning algorithms, as a recent article on machine learning states31. These measures are important to calculate especially in imbalanced datasets because machine learning models tend to bias towards the majority class32. Given this, the AUC is a better metric as compared to accuracy33.
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**Figure 1.** Overall scheme of data processing, model training and model testing. Orange squares represent the validation fold, and the black squares represent the training folds.