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“Logistic regression will be applied on datasets where classifcation output is needed.” “The source of the data is from UCLA which has 4 variable called admit, GRE score, GPA and rank of their undergrad school. Our aim is to build a model so that predict the probability of that student getting admit if we are given his profile.”

df <- read.csv("https://stats.idre.ucla.edu/stat/data/binary.csv")  
str(df)

## 'data.frame': 400 obs. of 4 variables:  
## $ admit: int 0 1 1 1 0 1 1 0 1 0 ...  
## $ gre : int 380 660 800 640 520 760 560 400 540 700 ...  
## $ gpa : num 3.61 3.67 4 3.19 2.93 3 2.98 3.08 3.39 3.92 ...  
## $ rank : int 3 3 1 4 4 2 1 2 3 2 ...

#We see that variable are either integer or number.

summary(df)

## admit gre gpa rank   
## Min. :0.0000 Min. :220.0 Min. :2.260 Min. :1.000   
## 1st Qu.:0.0000 1st Qu.:520.0 1st Qu.:3.130 1st Qu.:2.000   
## Median :0.0000 Median :580.0 Median :3.395 Median :2.000   
## Mean :0.3175 Mean :587.7 Mean :3.390 Mean :2.485   
## 3rd Qu.:1.0000 3rd Qu.:660.0 3rd Qu.:3.670 3rd Qu.:3.000   
## Max. :1.0000 Max. :800.0 Max. :4.000 Max. :4.000

#We can notice that there are a greater number of rejects than there are acceptance #since the mean of variable admit is less than “0.5”. “We do this to check if the admits are distributed well enough in each category of rank. If let’s say one rank has only 5 admit or reject information, then it will not be necessary to include that rank in analysis.”

xtabs(~ admit +rank ,data=df)

## rank  
## admit 1 2 3 4  
## 0 28 97 93 55  
## 1 33 54 28 12

#getting a sense of data of what we are predicting. #if the data set has balanced stuff.

table(df$admit)

##   
## 0 1   
## 273 127

set.seed(167)

####split dataset

n=nrow(df)   
indexes = sample(n,n\*(80/100))   
trainset = df[indexes,]   
testset = df[-indexes,]

#Fitting the reg Model with family binomial #determining admit with all the other data

full.model = glm(trainset$admit~., data= trainset, family='binomial')   
#summary of model  
summary(full.model)

##   
## Call:  
## glm(formula = trainset$admit ~ ., family = "binomial", data = trainset)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5750 -0.8919 -0.6359 1.2033 2.1620   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.339556 1.230837 -2.713 0.006663 \*\*   
## gre 0.003092 0.001227 2.520 0.011741 \*   
## gpa 0.568491 0.352207 1.614 0.106510   
## rank -0.492289 0.139208 -3.536 0.000406 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 402.10 on 319 degrees of freedom  
## Residual deviance: 371.03 on 316 degrees of freedom  
## AIC: 379.03  
##   
## Number of Fisher Scoring iterations: 3

#getting the predicted value

phat\_i=predict(full.model,testset, type="response") # phat\_i   
  
predictedvalues=rep(0,length(phat\_i))   
#  
predictedvalues[phat\_i>0.5]=1   
actual=testset$admit   
  
dfPredicted=data.frame(actual,predictedvalues)

#getting the confuction matrix and accuracy “You can manually calculate the accuracy from confusion matrix values.”

confusion\_matrix=table( predictedvalues, actualvalues=actual) #confusion matrix  
confusion\_matrix

## actualvalues  
## predictedvalues 0 1  
## 0 53 17  
## 1 3 7

accuracy=mean(predictedvalues == actual) # accuary

accuracy

## [1] 0.75

“Another example of simple logistic regression using PimaIndiansDiabetics2 dataset”

#install.packages(“mlbench”)

“tidyverse for easy data manipulation and visualization caret for easy machine learning workflow”

library(tidyverse)

## -- Attaching packages ---------------------------------------------- tidyverse 1.3.0 --

## <U+2713> ggplot2 3.2.1 <U+2713> purrr 0.3.3  
## <U+2713> tibble 2.1.3 <U+2713> dplyr 0.8.3  
## <U+2713> tidyr 1.0.0 <U+2713> stringr 1.4.0  
## <U+2713> readr 1.3.1 <U+2713> forcats 0.4.0

## -- Conflicts ------------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

data("PimaIndiansDiabetes2", package = "mlbench")

“Data cleanup should include the following- Remove potential outliers Make sure that the predictor variables are normally distributed. If not, you can use log, root, Box-Cox transformation. Remove highly correlated predictors to minimize overfitting. The presence of highly correlated predictors might lead to an unstable model solution.” #This just omits the empty values. Just 1 part of data analysis/creation

PimaIndiansDiabetes2 <- na.omit(PimaIndiansDiabetes2)

# Inspect the data

sample\_n(PimaIndiansDiabetes2, 3)

## pregnant glucose pressure triceps insulin mass pedigree age diabetes  
## 1 2 105 58 40 94 34.9 0.225 25 neg  
## 2 3 158 76 36 245 31.6 0.851 28 pos  
## 3 0 180 90 26 90 36.5 0.314 35 pos

# Split the data into training and test set

set.seed(123)  
training.samples <- PimaIndiansDiabetes2$diabetes %>%   
 createDataPartition(p = 0.8, list = FALSE)  
train.data <- PimaIndiansDiabetes2[training.samples, ]  
test.data <- PimaIndiansDiabetes2[-training.samples, ]

# Fit the model  
model <- glm( diabetes ~., data = train.data, family = binomial)  
# Summarize the model  
summary(model)

##   
## Call:  
## glm(formula = diabetes ~ ., family = binomial, data = train.data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5832 -0.6544 -0.3292 0.6248 2.5968   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.053e+01 1.440e+00 -7.317 2.54e-13 \*\*\*  
## pregnant 1.005e-01 6.127e-02 1.640 0.10092   
## glucose 3.710e-02 6.486e-03 5.719 1.07e-08 \*\*\*  
## pressure -3.876e-04 1.383e-02 -0.028 0.97764   
## triceps 1.418e-02 1.998e-02 0.710 0.47800   
## insulin 5.940e-04 1.508e-03 0.394 0.69371   
## mass 7.997e-02 3.180e-02 2.515 0.01190 \*   
## pedigree 1.329e+00 4.823e-01 2.756 0.00585 \*\*   
## age 2.718e-02 2.020e-02 1.346 0.17840   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 398.80 on 313 degrees of freedom  
## Residual deviance: 267.18 on 305 degrees of freedom  
## AIC: 285.18  
##   
## Number of Fisher Scoring iterations: 5

"Estimate: the intercept (b0) and the beta coefficient estimates associated to each predictor variable

Std.Error: the standard error of the coefficient estimates. This represents the accuracy of the coefficients. The larger the standard error, the less confident we are about the estimate.

z value: the z-statistic, which is the coefficient estimate (column 2) divided by the standard error of the estimate (column 3) Pr(>|z|): The p-value corresponding to the z-statistic.

"

# Make predictions  
probabilities <- model %>% predict(test.data, type = "response")  
predicted.classes <- ifelse(probabilities > 0.5, "pos", "neg")  
# Model accuracy  
mean(predicted.classes == test.data$diabetes)

## [1] 0.7564103

“Doing the same thing with 1 variable, diabetics ~ glucose”

modelSingle <- glm( diabetes ~ glucose, data = train.data, family = binomial)  
summary(modelSingle)

##   
## Call:  
## glm(formula = diabetes ~ glucose, family = binomial, data = train.data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1441 -0.7417 -0.4729 0.6859 2.3848   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -6.158820 0.700097 -8.797 < 2e-16 \*\*\*  
## glucose 0.043272 0.005341 8.102 5.42e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 398.8 on 313 degrees of freedom  
## Residual deviance: 305.7 on 312 degrees of freedom  
## AIC: 309.7  
##   
## Number of Fisher Scoring iterations: 4

#using a random sample data, not the test set.  
newdata <- data.frame(glucose = c(20, 180))  
probabilitiesgl <- modelSingle %>% predict(newdata, type = "response")  
predicted.classesgl <- ifelse(probabilitiesgl > 0.5, "pos", "neg")  
predicted.classesgl

## 1 2   
## "neg" "pos"

#change train data diab to 1,0 to plot, just to show corealtion

mutatedStuff <- mutate(train.data, prob = ifelse(diabetes == "pos", 1, 0))   
ggplot(mutatedStuff,aes(glucose, prob)) +  
 geom\_point(alpha = 0.2) +  
 geom\_smooth(method = "glm", method.args = list(family = "binomial")) +  
 labs(  
 title = "Logistic Regression Model",   
 x = "Plasma Glucose Concentration",  
 y = "Probability of being diabete-pos"  
 )

![](data:image/png;base64,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)

“Multiple logistic regression The multiple logistic regression is used to predict the probability of class membership based on multiple predictor variables, as follow:”

modelmultiple <- glm( diabetes ~ glucose + mass + pregnant,   
 data = train.data, family = binomial)  
summary(modelmultiple)

##   
## Call:  
## glm(formula = diabetes ~ glucose + mass + pregnant, family = binomial,   
## data = train.data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2066 -0.6448 -0.3576 0.6523 2.4407   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -9.323698 1.125997 -8.280 < 2e-16 \*\*\*  
## glucose 0.038862 0.005404 7.191 6.43e-13 \*\*\*  
## mass 0.094585 0.023530 4.020 5.83e-05 \*\*\*  
## pregnant 0.144667 0.045126 3.206 0.00135 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 398.80 on 313 degrees of freedom  
## Residual deviance: 279.88 on 310 degrees of freedom  
## AIC: 287.88  
##   
## Number of Fisher Scoring iterations: 5

“Or just doing it with all the values”

modelmultipleAll <- glm( diabetes ~ .,   
 data = train.data, family = binomial)  
summary(modelmultipleAll)

##   
## Call:  
## glm(formula = diabetes ~ ., family = binomial, data = train.data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5832 -0.6544 -0.3292 0.6248 2.5968   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.053e+01 1.440e+00 -7.317 2.54e-13 \*\*\*  
## pregnant 1.005e-01 6.127e-02 1.640 0.10092   
## glucose 3.710e-02 6.486e-03 5.719 1.07e-08 \*\*\*  
## pressure -3.876e-04 1.383e-02 -0.028 0.97764   
## triceps 1.418e-02 1.998e-02 0.710 0.47800   
## insulin 5.940e-04 1.508e-03 0.394 0.69371   
## mass 7.997e-02 3.180e-02 2.515 0.01190 \*   
## pedigree 1.329e+00 4.823e-01 2.756 0.00585 \*\*   
## age 2.718e-02 2.020e-02 1.346 0.17840   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 398.80 on 313 degrees of freedom  
## Residual deviance: 267.18 on 305 degrees of freedom  
## AIC: 285.18  
##   
## Number of Fisher Scoring iterations: 5

“Estimate: the intercept (b0) and the beta coefficient estimates associated to each predictor variable Std.Error: the standard error of the coefficient estimates. This represents the accuracy of the coefficients. The larger the standard error, the less confident we are about the estimate. z value: the z-statistic, which is the coefficient estimate (column 2) divided by the standard error of the estimate (column 3) Pr(>|z|): The p-value corresponding to the z-statistic. The smaller the p-value, the more significant the estimate is.”

“It can be seen that only 5 out of the 8 predictors are significantly associated to the outcome. These include: pregnant, glucose, pressure, mass and pedigree. The coefficient estimate of the variable glucose is b = 0.045, which is positive. This means that an increase in glucose is associated with increase in the probability of being diabetes-positive. However the coefficient for the variable pressure is b = -0.007, which is negative. This means that an increase in blood pressure will be associated with a decreased probability of being diabetes-positive.”

“The regression coefficient for glucose is 0.042. This indicate that one unit increase in the glucose concentration will increase the odds of being diabetes-positive by exp(0.042) 1.04 times.”

" it can be noticed that some variables - triceps, insulin and age - are not statistically significant. Keeping them in the model may contribute to overfitting. Therefore, they should be eliminated. This can be done automatically using statistical techniques, including stepwise regression and penalized regression methods."

modelReduced <- glm( diabetes ~ pregnant + glucose + pressure + mass + pedigree,   
 data = train.data, family = binomial)

"Making predictions We’ll make predictions using the test data in order to evaluate the performance of our logistic regression model.

The procedure is as follow:

Predict the class membership probabilities of observations based on predictor variables Assign the observations to the class with highest probability score (i.e above 0.5) The R function predict() can be used to predict the probability of being diabetes-positive, given the predictor values.

Predict the probabilities of being diabetes-positive:"

probabilities <- modelReduced %>% predict(test.data, type = "response")  
head(probabilities)

## 19 21 32 55 64 71   
## 0.1352603 0.5127526 0.6795376 0.7517408 0.2734867 0.1648174

predicted.classes <- ifelse(probabilities > 0.5, "pos", "neg")  
head(predicted.classes)

## 19 21 32 55 64 71   
## "neg" "pos" "pos" "pos" "neg" "neg"