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**Abstract**

Musical source separation has become increasingly effective in recent years. As such, applications of music source separation have the potential to touch many aspects of MIR research. However, from a user’s perspective, either in doing source separation research from scratch or in applying source separation to other tasks (e.g. polyphonic music transcription), there are still significant roadblocks. Code and data are released on a paper-by-paper basis, making it difficult to compare, use and extend existing techniques. This limits the usefulness of source separation for researchers not actively steeped in its many nuances, and hinders its applicability to broader MIR research.

In this tutorial, we present a set of complementary, easy-to-use, open-source tools and datasets for source separation research, evaluation, and deployment. We show how they interlock with one another, and how they can be used in concert to structure source separation within a project for research or deployment. Finally, we propose a generic and well-tested project structure for efficiently doing modern source separation research, from sweeping over hyperparameters, to setting up competitive baselines, to augmenting your datasets.

Participants of this tutorial will leave with:

1. A practical overview of source separation including history and current research trends.
2. The ability to make educated decisions about how to best include source separation in their workflow.
3. The ability to select the proper separation algorithm or a pre-trained model for their research.
4. The ability to effectively train a custom model for their research using open-source tools.

Our tutorial is aimed at researchers and practitioners that are familiar with audio and machine learning but have little or no experience with source separation. Our primary resources will be the following open-source/data projects: [[nussl](https://github.com/nussl/nussl)], [[scaper](https://github.com/justinsalamon/scaper)], [[Slakh2100](http://www.slakh.com/)], and [[MUSDB18](https://sigsep.github.io/datasets/musdb.html)]. References to additional tools and datasets (including for non-music audio) will be provided.
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