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# 背景介绍

[引用](http://www.sohu.com/a/100532291_157627)

让机器来理解人类语言一直都是人工智能的梦想，最先从词到短语到句子， 再到段落到整篇文章。所有的方式都是将字符串转换为向量，最终从数学的 角度来理解语义。

# 问题描述

[引用](https://www.cnblogs.com/huilixieqi/p/6493089.html)

本项目中提供了已经配对好的句子对，需要用已有的数据集进行训练，最终可以预测两个句子的相似性。这属于监督学习类型。可以用编辑距离类似的方法来解决。可以把每一个句子看成是一个向量，再求两个向量之间的关系。这种关系在每一个句子对中几乎都存在。把这种关系保存下来，当有新的一对未知关系的句子对需要检测时，那么就可以先根据数据模型算出他们的关系，再和训练数据的句子对的关系对比，可以得到新的句子对的相似性。

# 数据集和输入