**GENEATIVE AI Pre-requisitions..**

1. Python programming language

2. Statistics

3. NLP and Computer visions..

4. NLP Deep learning..RNN and its variants.Lstm, Gru, encorder decorder

5. Transformer berts and its variats.., attention models , attention is all you need .

**LEARNING GEN AI Pre-requistions..**

-Frameworks to develop Gen Ai applications. Such as Launching, lama index, chainlet, hugging fales.

-LLM Multi models,Open source models.

-Fine tunning techniques like Quora , rora ,mistol, lama 2 ,Gemma models.

**TO BE A DIFFERENTIATOR.**

-MLops -inferencing techniques..Groqs.. Generally a life cycle of a Gen AI project will be handled through this.. Eg Vortex ai from Google are providing this kind of platforms to do this.