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*Abstract*— Reinforcement Learning algorithms used for sequential decision-making problems have been one of the main subjects of study in the latest years, however, the proposed solutions rely on Deep Learning algorithms that are usually computationally expensive. This report proposes a lighter implementation of the state-of-the-art Reinforcement Learning algorithm *Expert Iteration* (ExIt), which has been demonstrated to train agents capable of playing complex games such as Hex and Go. Our implementation aims to use a Decision Tree classifier to learn the apprentice policy with the purpose of training an agent capable of playing the simpler game of Tic-Tac-Toe. We use an online version of ExIt that, contrary to suggestions by previous work, creates a new ‘small’ dataset for each iteration of the algorithm, avoiding the creation of an ever-expanding move-set. The proposed implementation was able to successfully learn to play the target game, as well as creating an agent with a win-rate 58% and a no-loss-rate of 95% against the original *Expert* with only 100 iterations of the algorithm.

# INTRODUCTION

T

HIS project aims to implement a light version of the Expert Iteration (ExIt) algorithm originally by [1] and [2] to create an agent that can successfully play the Full Information of Tic-Tac-Toe. We explore the definition and implementation of the Expert Iteration algorithm in further sections.

ExIt is based on Reinforcement Learning algorithm methodology, with the aim of creating a model that learns from self-play even trained tabula rasa [1] [2] [3]. Motivation on this problem comes from the need of creating algorithms that can emulate human-thinking based on dual-process thinking for solving task as 2-player Full Information games [1].

Following the approach by [1] and [2], we will use a MCTS as our decision making *Expert* while using a Decision Tree classifier to learn the *apprentice policy*. This aims to demonstrate that the ExIt algorithm is robust enough to work with ‘simpler’ *apprentices* than the state-of-the-art Deep Neural Network solutions.

The motivation behind using Decision Trees is that they have been demonstrated to imitate the used dataset for simple classification problems with categorical variables [4].

This report is structured to first show the theoretical background of the problem to be solved and the proposed solutions. Then, it describes our implementation and contrasts it to the state-of-the-art ExIt solutions. Lastly, we define the experiments to be conducted, analysis of the obtained results, and considerations for future expansion of this report.

# Background

The famous Tic-Tac-Toe, or OXO, is a “Full Information” game, which refers to the fact that all players have complete knowledge of the state of the match at any given point in time, unlike games like “Poker”, in which certain information (i.e. the hand of a given player) is unavailable [5] [6]. Other examples of this type of games are Chess, Go, and Checkers.

## Tic-Tac-Toe Knowledge

The size of the board for a game of Tic-Tac-Toe is 3x3 and each slot can have any of three symbols (‘X’, ‘O’, *empty*) at any given time, so intuition indicates that there are or 19,683 possible game states [6]. However, these are limited by both conditions that restrict the feasibility of a game state of occurring (Figure 1) and the fact that by rotating the board some game states are equivalent (Figure 2) [6].
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Figure 1 - Infeasible game-states [6]

![](data:image/png;base64,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)

Figure 2 - Equivalent game-states [6]

These conditions reduce the previous calculated number to 765 unique game-states [6].

## Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS) is a commonly used technique for the creation of agents capable of playing these types of games [2] [7].

MCTS uses a variation of the Upper Confidence Bounds (UBC) algorithm, called UCB applied to trees (UTC) [8]. This multi-armed bandit approach takes the action that takes to a node which maximizes Equation 1 for the current state [8]. Where is the number of wins after visiting the ith node, is the number of simulations after the ith node and is the total number of simulations ever considered [8].

Equation 1 - UCT Node Selection [8]

This allows the algorithm to explore the possible scenarios of different games just by correctly encoding its mechanics into the algorithm, which demonstrates the effectiveness of MCTS for tracking future game states and predicting the optimal move based on that information [2] [7]. However, its implementation is inherently time and resource expensive since it needs to recreate a full tree in each turn since the game state changes with every move. Also, the random nature of the algorithm allows to overlook specific game paths that may result on a loss, since these may be the consequence of “weird” plays.

MCTS has been used for agents capable of playing turn-based board games, such as Hex [9] and Go [2] [1], due to its capability of lookout for multiple future scenarios using the default random policy or enhanced policies based on successful strategies [9]. MCTS is also frequently used since it is capable of playing its target game successfully immediately after deployment without the need of any training based on expert play given that it was implemented with knowledge of the game’s mechanics [1] [2] [7] [9].

The success of MCTSs in more complex games such as Go can be observed in a recent model, referred to as *Alpha Go Lee*, that uses two networks: A Policy Network that assigns probabilities to moves trained first by supervised expert play and subsequently refined by policy-gradient reinforcement learning, and a Value Network that outputs a position evaluation trained by reinforcement learning to predict the winner of games of the Policy Network against itself [2]. These two networks were combined with a MCTS to provide a lookahead search, using the Policy Network to narrow down the search of high-probability moves and the Value Network to evaluate positions on the tree [2]. This model went as far as defeating the world champion of Go, Lee Sedol, back in 2016.

## Expert Iteration

Expert Iteration (ExIt) is an algorithm first introduced in [1]. It is a Reinforcement Learning algorithm based on the dual-process theory that explains that humans have two systems of thought: System 1 focus on automatic and unconscious thought, also known as intuition; while System 2 is a slow, conscious, explicit and rule-based mode of *reasoning* [1]. ExIt makes use of MCTS as an analogue of System 2, assisting the training of a neural network that works more similarly to System 1 [1].

To understand ExIt, we first need to introduce Markov Decision Processes and Imitation Learning:

**Markov Decision Processes** (MDPs) aim to generate *policies* for optimal play in a two-player, Full Information, zero-sum games that can maximize the rewards for the respective player [1]. A *policy*  is formed by taking an action in a given state . It uses a Value Function , that denotes the reward obtained after following policy in a given state . In a Reinforcement Learning problem, in which we do not know all rewards, the function is introduced, that defines the value of taking action in a state and then following the optimal policy afterwards [1].

**Imitation Learning** attempts to solve MDP by mimicking an existing *expert* policy, which is provided by an expert [1]. The policy learnt through imitation is called the *apprentice* policy, and it needs a dataset of states of expert play with the targets provided by the expert in order to attempt to predict it [1]. The two solutions are: Direct action prediction by imitating optimal move provided by the expert , imitating the expert; Estimate the action-value function and act in a greedy selection algorithm for the optimal move by a trade-off of prediction errors and their cost [1].

ExIt is built upon Imitation Learning by implementing an expert improvement step. The following is a description of the algorithm.

Figure 3 - Expert Iteration Algorithm [1]

At each iteration , the algorithm proceeds as follows: we create a set of game states by self-play of the apprentice . In each of these states, we use our expert to calculate an Imitation Learning target at (e.g. the expert’s action ); the state-target pairs (e.g. ) form our dataset . We train a new apprentice on (Imitation Learning). Then, we use our new apprentice to update our expert (expert improvement). [1]

This algorithm was implemented by [1] using a Neural Network as the apprentice to play the game of Hex with successful results. A similar implementation of this algorithm was used by the *AlphaGo Zero* team in [2], which used a Deep Neural Network for the apprentice to learn to play the game of Go. This version of the *AlphaGO* agent surpassed the previously mentioned *AlphaGo Lee*, winning 100-0 matches against it.

## Decision Trees

In Machine Learning, a Decision Tree (DT) is a hierarchical tree model for supervised learning, in which recursive splits determined by the value of a certain *attribute* of the provided example conduct to a leaf node that contains a classification [4].

Different implementations of the Decision Tree algorithm exist in the literature, namely Classification and Regression Tree (CART), Iterative Dichotomiser 3 (ID3), C4.5, and C5.0 [4] [10]. All of these algorithms have the same basis for construction, which is to recursively split a node based on the attributes of a feature and their relation to the classified class in the training examples [4]. When no further splits can be performed, the most represented class in the remaining examples is set as the leaf node [4].
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Figure 4 - Entropy Function for a two-class problem [4]

Equation 2 - Entropy Function [4]

Equation 3 - Entropy Function for Feature [4]

Equation 4 - Information Gain [4]

To determine the splits of the tree, the entropy function will be used to determine Information Gain [4]. Other metrics for node splitting exist, such as Gini Index, but Information Gain was selected for its simplicity of use and because it favors unique values in a split [4]. The Entropy Function (Equation 2) allows us to know the homogeneity of the dataset for a given class, where is the probability of classifying for class i. For a binary classification problem, this equation is graphed in Figure 4, where while probability of one given class increases, the probability of the second decreases; this causes a peak of entropy when both classes are equally represented. The more homogeneous it is, the more relevant it becomes to know which action to take [4]. To calculate the entropy of the dataset when a given feature (a cell in this case) is selected, Equation 3 is used, where n represents the number of attributes for a given features and K the number of classes. This equation let us get a weighted mean for the entropy of the dataset if it was discriminated by a given feature. The information gain takes the Entropy of the dataset (Equation 2) and the Entropy of the dataset if segmented by a given feature (i.e. cell in the board) (Equation 3) was to be selected. The feature that gives the most Information Gain is selected to split the node at the given game state.

This algorithm permits DTs to create a set of recursive rules that distinguish which features are more relevant in higher stages of the decision process. Also, they provide an efficient model for predicting decisions based on the whole provided context. The build methodology also synergizes well with the MCTS algorithm, since the leaf nodes predict for the actions that are most popularly represented by the available examples [4].

# Methodology

The goal of this project is to implement the Expert Iteration algorithm using a Decision Tree classifier as the *apprentice* policy and a Monte Carlo Tree Search as the improved *expert*, to then evaluate the performance for learning to play the game of Tic-Tac-Toe.

## Dataset Collection

To gather data to train the *apprentice policy*, the MCTS implementation provided by the Monte Carlo Tree Search Research Hub (<http://mcts.ai/code/python.html>) was used as the target *expert* [1]. The original code provides an implementation of the UCT algorithm for three games: Nim’s Game, OXO (Tic-Tac-Toe), and Othello. The Code was modified to save the game states during a match from the perspective of the player whose current turn is being played.

Previous research mentioned in II.A indicates that there are 765 unique game states in the board at any possible time [6]. However, since neither MCTS nor DT can determine when a state is a rotation of another game state, we undo this knowledge to have a number of 6,120 game states. To be sure to capture all this, an arbitrary number of 10,000 games will be stored as to also account for the validation set. No repeated game states will be removed since they reflect the frequency the MCTS makes those choices.

To allow our *apprentice policy* to play either as “X” or “O”, we encoded the board of the game depending on the current player, and not as “X”’s and “O”’s, , being “X” if it indicates a piece placed by the current player, “Y” if it was placed by the rival, and “\_” represents an empty slot (Figure 7).
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Figure 5 - Game State

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 | 0 | 2 | 0 | 2 | 0 | 1 | 0 | 1 |

Figure 6 - Original Encoding by MCTS Research Hub

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Y | \_ | X | \_ | X | \_ | Y | \_ | Y |

Figure 7 – Our Encoding for Second Player's (O) Perspective

Upon inspection of data, it was decided that every move should be stored, even from the perspective of a losing agent. This was determined since MCTS, our *expert*, will always perform the best possible move available for a given scenario [8]. In a naïve and optimistic approach, even if the agent loses, it means that no better move was found by the *expert* for that scenario [8]. Also, it is assumed that in the long run, the MCTS algorithm will chose the best moves more frequently over the non-optimal ones [2] [8], which the DT implementation should capture. A representation of a possible resultant DT trained on this *expert* is given in Figure 8.
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Figure 8 - Decision Tree Representation for State in Figure 5 from Second Player’s (O) Perspective with the new encoding

## Apprentice Policy Model

To achieve the goal, a CART with Information Gain will be used as the *apprentice policy* [1] [4] [10]. We will use the implementation provided by Scikit-Learn (<https://scikit-learn.org/stable/modules/generated/sklearn.tree.DecisionTreeClassifier.html>) [11]. This implementation was selected due to its ease of use and its integration of fast data-structure libraries in Python such as NumPy.

Originally, it was set that the model would receive the state of the board as an input of 9 features (Figure 7), each one symbolizing a position, and target those results to the cell that was selected by the MCTS algorithm. However, since Scikit-Learn’s DecisionTreeClassifier class does not support categorical (i.e. our initially proposed encoding) and only numerical, we used One-Hot Encoding in runtime to feed the DT an understandable feature vector, transforming it from a 9 feature vector to 27; a significant but necessary feature space dimensionality increase. While the collected dataset will remain the same, the encoding in runtime will look as in Figure 9 for each feature (i.e. slot in the board):

Figure 9 - One-Hot Encoding of the Proposed Feature Vector

This issue also occurs with the target value (i.e. player’s move). Even though it is a numerical value and it’s accepted by Scikit-Learn’s DT implementation, the distribution of values with numerical ranges may cause problems while training as it could assign inexistent priority of some slots over others. To solve this, One-Hot Encoding was also used for the target column in runtime.

The DT was selected for our *apprentice policy* for two major reasons: First, it will be able to identify the most commonly selected plays by the *expert* for a given game state. Since the game has a very limited number of states [6], the DT should be able to determine which choices were most played overall, removing the *random policy* factor of the MCTS algorithm [8]. The second reason is that, since the DT is going to be trained to emulate the *expert* with Imitation Learning [1], and not merely to learn “how to play”, the resulting tree will provide more insight about the relevance of certain cells over others at given game states.

This allows the DT to understand which cells are more important for the MCTS algorithm in a given situation having enough training examples to choose from. To “understand” the importance of a cell is to learn which cell’s states possess less entropy as to correctly discriminate the next action taken. At a leaf node, the action taken is the one with the most representation available, which statistically should be the most effective move performed by the target MCTS [8]. This is useful if we further need to manually analyze the *apprentice policy* to understand its decisions.

As a last note, it is important to note that Decision Tree algorithms **work poorly on unseen examples** [4]. Since our *apprentice* is trained using only the *expert* play, moves generated by the *Expert* Tree algorithm may not always be optimal, which may cause that the model predicts invalid moves. This is solved by observing the prediction during play and selecting a random available move if an invalid move was predicted.

## Apprentice Training

To ensure that the Decision Tree implemented is a successful *apprentice policy* for our model, we need to train and evaluate its performance on imitating the *expert*. To ensure we are training the best model for our *apprentice*, we are going to evaluate for different metrics using 10-Fold Cross Validation, with the GridSearchCV method provided by

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| [0:0] | [0:1] | [0:2] | [1:0] | [1:1] | [1:2] | [2:0] | [2:1] | [2:2] | Move |
| \_ | \_ | \_ | \_ | \_ | \_ | \_ | \_ | \_ | 4 |
| \_ | \_ | \_ | \_ | Y | \_ | \_ | \_ | \_ | 0 |
| Y | \_ | \_ | \_ | X | \_ | \_ | \_ | \_ | 2 |
| X | \_ | Y | \_ | Y | \_ | \_ | \_ | \_ | 6 |
| Y | \_ | X | \_ | X | \_ | Y | \_ | \_ | 3 |
| X | \_ | Y | Y | Y | \_ | X | \_ | \_ | 5 |
| Y | \_ | X | X | X | Y | Y | \_ | \_ | 1 |
| X | Y | Y | Y | Y | X | X | \_ | \_ | 7 |
| Y | X | X | X | X | Y | Y | Y | \_ | 8 |

Table 1 - Capture of a single MCTS game using the proposed encoding

Scikit-Learn (<https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html>) [4] [11].

The metrics to be evaluated are Split Criterion and Maximum Tree Depth. Split Criterion will compare between Gini and Information Gain, in order to solidify our selection of Information Gain to split the nodes in the DT; Maximum Tree Depth will ensure that overfitting is not an issue for our classifier to imitate the *expert policy*, this is done by pre-pruning the tree when a maximum depth is reached [4].

To determine the best parameters, we will only evaluate our Cross-Validation process using the accuracy score, since the only purpose of the *apprentice policy* is to faithfully imitate the original MCTS, a.k.a. our *expert* [1].

## Expert Model

As stated in [1], the role of the *expert* is to perform exploration and accurately determine strong move sequences from a single position. This makes tree search algorithms the canonical choice for the *expert*. We decided to use MCTS as our *expert* for this project based on the work done by [1] and [2], which had successful results in the past.

Since MCTS uses repeated game simulations to estimate the value of a states, expanding the tree further in more promising lines and then selected the **most repeated** play, we are confident that it will synergize well with our selected *apprentice* policy, described in the previous section.

The implementation of the MCTS algorithm is heavily based on the code provided by the Monte Carlo Tree Search Research Hub (<http://mcts.ai/code/python.html>), with minor modifications to add our *apprentice* policy.

Reinforcement Learn will be performed following the original ExIt algorithm, with a small variation. The first iteration of the *apprentice* will be trained using only a small sample of the original dataset generated by *expert* play, rather than the whole as the literature suggests [1] [2]. Further iterations will be trained by creating a move set of *N* number of games between our *Expert* with the selected *apprentice policy* (DT) against the original MCTSwith the default policy (random play). This was decided to prevent the new dataset of only focusing on previous optimal moves, opening the possibility of new unseen strategies to emerge.

Literature on the ExIt suggest that an online version of the algorithm aggregates all datasets generated so far at each iteration on the Imitation Learning step [1]. We chose against this since our selected *apprentice policy* will only classify the most prominent move in the dataset. Small aggregations to the *expert* play dataset on each iteration, as suggested by [1], may cause that some optimal plays are ignored since their incidence is small compared to the previous dataset. By creating a new dataset on each iteration , we make sure that each *apprentice policy* is trained with maximum representations of the moves selected by the version.

To ensure that our *apprentice policy* is learning and becoming better than its previous iterations, each 10 versions of the *Expert* we will make the latest version compete with an iteration 10 steps *younger*. We will store these results for evaluation.

All models and move datasets are stored for later evaluation and to further continue training if needed.

# Experiments

In this section we perform the experiments detailed in Section III to measure the performance of our ExIt performance. First, we find the correct parameters for our DT classifier (*apprentice policy*). After finding the correct parameters, we execute the ExIt algorithm and evaluate the performance of the models as new datasets are created.

Analysis will be performed by observing the accuracy of the *apprentice policy* on the selected dataset with the best set of parameters, and the win rate of the new *Expert* models over previous iterations. The former will be performed with a similar approach to the experiments by [1] and [2], however, as explained in the previous section, adversarial play will be between the ExIt model and the original *expert* MCTS (random policy) in order to not enclose the future learning sets to only previously seen moves.

## Apprentice Parameter Tuning

The parameters to be tuned on the training of the Decision Tree are Split Criterion and Maximum Tree Depth. The two split criteria to be compared are ‘Gini’ and ‘Information Gain’; The different tree depth values are .

As mentioned, this was evaluated using 10-Fold Cross-Validation on the whole initial dataset generated by the *expert* (MCTS vs MCTS).

The best mean accuracy scores across all folds were: 76.2035446% for training and 75.8903012% for testing, obtained with the combination of values **‘Information Gain’ (Entropy) for Split Criterion** and **13 for Maximum Tree Depth** (see Appendix VIII.A). However, as it can be seen in the table of results, this combination outperforms the rest by a negligible amount, which suggests that the resulting trees are very similar.

For the rest of the experiments we will stick to the best performing values, even if no significant advantage is visible.

## Expert Iteration Performance

Expert Iteration was executed as mentioned in Section III.D. Iteration of the Model was trained with a **100 moves** sample from the original dataset generated by the *expert* described in Section III.A. For , a new dataset will be generated from **1000** **matches** between the most recent iteration of our *MCTS expert with apprentice policy* versus the original MCTS with random policy. The resulting dataset will be the most recent version of the *expert* policy to train the new *apprentices*. This means that a total of **100 versions**of the *apprentice policy* were generated, each one better than its predecessors.

To test the performance increase of the *apprentice policy*, each 10 iterations the latest version () will play **10 matches** against a version **10 iterations** younger (). The win rate score of the latest iteration against its predecessor will be used as the success metric for our model.

**Note:** The MCTS with random policy generates **1,000 iterations** per move while the *Expert’s* MCTS being trained only generates **100 iterations**. This was performed this way because searching over a Decision Tree run in O(n) time (being ‘n’ the size of the tree) while random policy is O(1). Having a large number of iterations for our *Expert* was notoriously computationally expensive, and with the available hardware and time constraints, results would not have been achieved in a timely manner.

The results are shown in Table 2:

|  |  |  |  |
| --- | --- | --- | --- |
| Iteration i | Wins | Losses | Draws |
| 10 | 6 | 2 | 2 |
| 20 | 5 | 0 | 5 |
| 30 | 3 | 2 | 5 |
| 40 | 2 | 0 | 8 |
| 50 | 5 | 0 | 5 |
| 60 | 7 | 0 | 3 |
| 70 | 3 | 1 | 6 |
| 80 | 4 | 1 | 5 |
| 90 | 2 | 0 | 8 |
| 100 | 5 | 0 | 5 |

Table 2 - Match Results for Expert Against i-10 Iteration

Figure 10 - Wins of the Expert over its predecessor

Figure 11 - Losses of the Expert against its predecessor

Tests were carried against only the most recent predecessor and not all previous iterations because we assume that the transitive property holds (i.e. If A wins against B, and B wins against C, A wins against C).

The number of **10 iterations younger** was arbitrarily decided since we considered it to be a good enough increase in performance to see a noticeable change in strategy.

## Performance Against Random Policy

Following tests by [1] and [2], we now compare the performance of our latest model, *Model\_100*, against the original random policy in which we initially trained our *apprentice policy*.

For this, we ran 100 games between our expert with the 100th iteration of our *apprentice* against the original MCTS *expert* with random policy. The results are shown in Table 3:

|  |  |  |
| --- | --- | --- |
| Wins | Losses | Draws |
| 58 | 5 | 37 |

Table 3 - 100th Apprentice Against MCTS Random Policy

This means that our *Expert* using our latest *apprentice policy* has achieved a **win rate of 58%** over the original random policy, with an overall **95% no-loss rate**.

# Discussion

## 10-Fold Grid-Search Results

Results of parameter tuning, shown in Appendix VIII.A show that all trained DTs have an accuracy score of ~75.8% over the testing dataset, which is an expected value. A Decision Tree, as any other classification model, will always predict the same class for a given example, and since the *Expert* generated dataset provides different moves for the same game-state, our model will classify for the move that was most commonly played by the *Expert policy*.

The similarity in performance across all different selected parameters suggests that there is a threshold in the ~75% accuracy mark that will inhibit performance from going any further with the given dataset. This is satisfactory, as our *apprentice policy* can now successfully imitate the target *expert* using the most common plays for the board states.

## Expert Iteration Results

The win rate of the latest models against its predecessors show a successful increase in the performance of the *apprentice policy* when trained on a refined number of games. Figure 10 shows a consistent number of wins between 2 and 7 across all plays, while Figure 11 shows that in 4 different iterations, the new *apprentice policy* lost a maximum of 2 matches.

Overall, the model has a no-loss rate of 94%, against previous versions, and a win rate of 72%. This is satisfactory, given the restricted number of iterations in the MCTS algorithm and the small number of games available for each version. It must be noted that our *apprentice policy* is not 100% followed, and that there exists a random factor in play. First, our implementation states that in a 10% of cases, a random play will be selected by the *apprentice*. Also, in the other 90% of the times in which a predicted move is performed, since we cannot capture all possible game-states in our ‘small’ dataset, the DT may suggest moves that are not available in the current state; Since this was solved by detecting these scenarios and making random moves when this occurs, we have to appoint that there may be a large random factor in our *apprentice*. Nevertheless, the high win-rate of newer versions against old ones, and the 58% win-rate of our best *Expert* with DT fueled *apprentice* against the random policy MCTS shows that our Reinforcement Learning approach was satisfactory.

# Conclusion

We have implemented a light version of the Reinforcement Learning Expert Iteration algorithm using a Decision Tree classifier to learn the *apprentice policy* with a MCTS as our *Expert* was successful to develop an agent capable of playing Tic-Tac-Toe. Our agent was able to develop an agent that has a successful win-rate and non-loss rate against the original *Expert*, even after only 100 iterations of the algorithm.

The algorithm also shows a substantial increase in performance against previous versions in only 10 iterations even if only 1,000 games are stored in each dataset. This shows that an Expert Iteration using a MCTS as *expert* with a DT as an *apprentice policy* is a strong enough algorithm to learn to play Tic-Tac-Toe successfully, even being trained tabula rasa.

However, there were some hardware limitations that inhibited a more powerful model to be developed. First, the iterations performed by the MCTS are hard limited for 1,000 for the random policy and just 100 for the DT *apprentice policy,* whilethe literature suggest a number of 10,000 iterations for the MCTS implementation [1] [2]. Even with these parameters, it took each version (*Expert* dataset) roughly ~40 minutes, which deterred more in-depth experiments.

For future work of our solution, we plan on increasing the number of iterations in the MCTS algorithm to 10,000 for both random and *apprentice* polices and generate 10,000 move datasets. We can also experiment with an approach similar to [1] in which new moves are stored over the pre-existing datasets to see if this technique proves both to be more efficient in runtime and memory, and increase performance of our *Expert*.

Overall, our lite implementation of ExIt shows to be enough to train an *Expert* that is capable of playing the game of Tic-Tac-Toe.
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# Appendices

## 10-Fold Cross Validation Grid Search Results

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Criterion | Max Depth | Mean Test Score | Standard Deviation Test Score | Test Score Rank | Mean Train Score | Standard Deviation Train Score |
| gini | **11** | 0.758204512 | 0.002848817 | 20 | 0.76169701 | 0.000264978 |
| gini | **13** | 0.758845757 | 0.002546861 | 9 | 0.762036718 | 0.000238391 |
| gini | **15** | 0.758822856 | 0.002553542 | 18 | 0.76203799 | 0.000237207 |
| gini | **17** | 0.758845757 | 0.002530212 | 9 | 0.76203799 | 0.000237207 |
| gini | **19** | 0.758834307 | 0.002532222 | 14 | 0.76203799 | 0.000237207 |
| gini | **21** | 0.758845757 | 0.002512764 | 9 | 0.76203799 | 0.000237207 |
| gini | **23** | 0.758845757 | 0.002550188 | 9 | 0.76203799 | 0.000237207 |
| gini | **25** | 0.758834307 | 0.002540227 | 14 | 0.76203799 | 0.000237207 |
| gini | **27** | 0.758868659 | 0.002529318 | 4 | 0.76203799 | 0.000237207 |
| gini | **29** | 0.758834307 | 0.00253756 | 14 | 0.76203799 | 0.000237207 |
| entropy | **11** | 0.758215962 | 0.002828559 | 19 | 0.761761899 | 0.00023678 |
| entropy | **13** | 0.758903012 | 0.002526869 | 1 | 0.762035446 | 0.000232081 |
| entropy | **15** | 0.75888011 | 0.002538356 | 3 | 0.76203799 | 0.000237207 |
| entropy | **17** | 0.758891561 | 0.002576225 | 2 | 0.76203799 | 0.000237207 |
| entropy | **19** | 0.758868659 | 0.002557987 | 4 | 0.76203799 | 0.000237207 |
| entropy | **21** | 0.758868659 | 0.002583134 | 4 | 0.76203799 | 0.000237207 |
| entropy | **23** | 0.758845757 | 0.002568001 | 9 | 0.76203799 | 0.000237207 |
| entropy | **25** | 0.758834307 | 0.002550511 | 14 | 0.76203799 | 0.000237207 |
| entropy | **27** | 0.758857208 | 0.002572332 | 8 | 0.76203799 | 0.000237207 |
| entropy | **29** | 0.758868659 | 0.002555207 | 4 | 0.76203799 | 0.000237207 |

1. [↑](#footnote-ref-1)