**MODELS**

What to try:

* Linear SVC
* Kneightboors
* SVC, ensemble
* SGD Classifier
* Kernel approximation
* CNN….

**Approach 1 – 2020\_07\_17\_17\_53**

**Network:**

Transfer learning from AlexNet changing last 3 layers.

|  |  |
| --- | --- |
| **Training parameters:**   * folds=3; * miniBatchSize = 30; * learningRate = 1e-4; * maxEpochs=30; * optimizer='Nadam'; * "L2Regularization", 0.0001 * %"Momentum", 0.889 * %'Shuffle','every-epoch' | **Dataset:**   * nPictures=6; * gap=2; * k=1; |

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Network | LR | OPT | batchS |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |