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**Abstract:** Information theory provides fundamental insights into communication system capabilities, and the classical theory of Shannon has guided development of such systems over many decades. However, the classical models are based on assumptions of infinite block-length codes and do not address situations in which short block-lengths are imposed by system design considerations. Notably in this context, latency has become a critical design issue in emerging wireless networking paradigms, such as the Internet of Things and associated applications like autonomous driving, factory automation, etc. This situation has inspired the development of a finite-block-length information theory, with many new results coming in recent years. This talk will review these developments, including fundamental finite-block-length limits on basic functions such as channel coding and secure communications, as well as implications of these limits in some practical settings.
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